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I. Category Theory

1. Definitions and examples

1.1. Categories

Definition. A category 𝒞 consists of

(i) a collection of objects ob𝒞, denoted 𝐴, 𝐵, 𝐶,…;

(ii) a collection ofmorphismsmor𝒞, denoted 𝑓, 𝑔, ℎ,…;

(iii) two operations dom, cod ∶ mor𝒞 → ob𝒞, and we write 𝑓 ∶ 𝐴 → 𝐵 or 𝐴 𝑓−→ 𝐵 to state
that 𝑓 is a morphism with domain 𝐴 and codomain 𝐵;

(iv) an operation 𝐴 ↦ 1𝐴 ∶ 𝐴 → 𝐴;

(v) a composition operation (𝑓, 𝑔) ↦ 𝑓𝑔 ∶ dom 𝑔 → cod𝑓, defined exactly when cod 𝑔 =
dom𝑓; satisfying

(vi) 𝑓1𝐴 = 𝑓 and 1𝐴𝑔 = 𝑔 whenever the composites are defined; and

(vii) (𝑓𝑔)ℎ = 𝑓(𝑔ℎ) whenever the composites are defined.

Remark. (i) The collections of objects and morphisms may be sets or classes in some set
theory, but our definitions are built to be interpretable in any system supporting first-
order logic. If ob𝒞 and mor𝒞 are sets, we call 𝒞 a small category; otherwise we call it
large.

(ii) We could formulate a definition of category with no mention of objects, since objects
biject with the identity morphisms. We will not take this approach here.

(iii) Note that we choose 𝑓𝑔 to mean ‘first 𝑔 and then 𝑓’; this choice is a convention and
the other one may be adopted.

Example. (i) Set is the category where the objects are all of the sets, and the morphisms
are all of the functions between them, each of which is suitably tagged with an appro-
priate codomain. Thismust be done because set-theoretic functions do not ‘remember’
their codomain: 𝑓(𝑥) = 𝑥 as a function 𝑓 ∶ ℝ → ℝ or ℝ → ℂ are equal sets.

(ii) Gp is the category where the objects are all of the groups, and the morphisms are all
of the group homomorphisms.

(iii) Rng is the category where the objects are all of the rings, and the morphisms are all
of the ring homomorphisms.

(iv) For a field 𝑘,Vect𝑘 is the category where the objects are all of the 𝑘-vector spaces, and
the morphisms are all of the 𝑘-linear maps.

(v) Top is the category where the objects are all of the topological spaces, and the morph-
isms are all of the continuous functions.
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1. Definitions and examples

(vi) Met is the category where the objects are all of the metric spaces, and the morph-
isms are all of the nonexpansive mappings, i.e. functions that do not increase the dis-
tance between points. One could choose a different convention, for example by letting
morphisms be arbitrary continuous functions.

(vii) Mfd is the category where the objects are all of the smooth manifolds, and the morph-
isms are 𝐶∞ maps.

(viii) TopGp is the category where the objects are all of the topological groups, and the
morphisms are the continuous homomorphisms.

(ix) Htpy is the category where the objects are all of the topological spaces, and themorph-
isms are equivalence classes of continuous functions under homotopy.

(x) More generally, if ≃ is an equivalence relation on the morphisms of 𝒞 such that 𝑓 ≃ 𝑔
implies dom𝑓 = dom 𝑔 and cod𝑓 = cod 𝑔, and the relation is stable under composi-
tion so 𝑓 ≃ 𝑔 implies 𝑓ℎ ≃ 𝑔ℎ and 𝑘𝑓 ≃ 𝑘𝑔, we call ≃ a congruence. In this case, we
can form the quotient category 𝒞⟋≃, which has the same objects as 𝒞, but its objects
are equivalence classes of morphisms in 𝒞 under ≃.

(xi) Rel is the category where the objects are all of the sets, and the morphisms 𝐴 → 𝐵 are
the relations 𝑅 ⊆ 𝐴 × 𝐵, where composition is given by

𝑆 ∘ 𝑅 = {(𝑎, 𝑐) ∣ ∃𝑏 ∈ 𝐵, (𝑎, 𝑏) ∈ 𝑅 ∧ (𝑏, 𝑐) ∈ 𝑆}

Note that if 𝑅 and 𝑆 happen to be functions, ∘ is the standard composition operator.
Therefore, Set is a subcategory of Rel.

(xii) Part is the category where the objects are all of the sets, and the morphisms 𝐴 → 𝐵
are the partial functions 𝐴 ⇀ 𝐵. This is a subcategory ofRel, and Set is a subcategory
of Part.

(xiii) Given a category 𝒞, we can construct its opposite category 𝒞op, where the objects and
morphisms are the same as in 𝒞, but dom and cod are swapped. We also reverse com-
position in the opposite category. This gives a duality principle: whenever a statement
about categories is proven, a dual statement follows from applying the statement to an
opposite category.

(xiv) A small category with one object ⋆ is amonoid, a groupwithout inverses. In particular,
every group can be seen as a small category on a single object inwhich everymorphism
is an isomorphism, i.e. invertible.

(xv) A groupoid is a category in which every morphism is an isomorphism. For example,
we can construct the fundamental groupoid of a topological space 𝑋 . Here, the objects
correspond to points 𝑥 in 𝑋 , and represent 𝜋1(𝑋, 𝑥). Morphisms 𝑥 → 𝑦 are homotopy
classes of paths starting at 𝑥 and ending at 𝑦. Composition is path concatenation.

(xvi) A category with at most one morphism between any pair of objects is a preorder. The
existence of amorphism𝐴 → 𝐵 corresponds to stating𝐴 ⪯ 𝐵 in the preorder. In partic-
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I. Category Theory

ular, a partially ordered set (poset) is a small preorder in which the only isomorphisms
are identity morphisms.

(xvii) For a field 𝑘,Mat𝑘 is the category where the objects are the natural numbers, and the
morphisms 𝑛 → 𝑝 are the 𝑝 × 𝑛 matrices over 𝑘. Composition is multiplication of
matrices. The identity morphisms are the identity matrices.

1.2. Functors

Definition. Let 𝒞,𝒟 be categories. A functor 𝐹 ∶ 𝒞 → 𝒟 consists of a map ob𝒞 𝐹−→ ob𝒟
and a map mor𝒞 𝐹−→ mor𝒟, such that

(i) 𝐹(dom𝑓) = dom𝐹𝑓;

(ii) 𝐹(cod𝑓) = cod𝐹𝑓;

(iii) 𝐹(1𝐴) = 1𝐹𝐴; and

(iv) 𝐹(𝑓𝑔) = (𝐹𝑓)(𝐹𝑔) whenever 𝑓𝑔 is defined.

Example. (i) The forgetful functors Gp → Set,Rng → Set,Top → Set and so on for-
get that the objects are structures and forget the conditions on morphisms. Similarly,
there are forgetful functors Rng → AbGp,Met → Top,TopGp → Top,TopGp →
Gp.

(ii) Any mapping 𝑓 ∶ 𝐴 → 𝑈𝐺 from a set 𝐴 to the underlying set of a group 𝐺 extends
uniquely to a homomorphism 𝐹𝐴 → 𝐺, where 𝐹𝐴 is the free group on the set 𝐴. This
can be made into a functor 𝐹 ∶ Set → Gp: given 𝑓 ∶ 𝐴 → 𝐵, the homomorphism 𝐹𝑓
is the unique homomorphism extending 𝐴 𝑓−→ 𝐵 → 𝐹𝐵. Given 𝑔 ∶ 𝐵 → 𝐶, then 𝐹(𝑔𝑓)
and (𝐹𝑔)(𝐹𝑓) both extend the same mapping 𝐴 → 𝐹𝐶, so by the uniqueness property
they are equal.

(iii) The power-set construction 𝑃 ∶ Set → Set is a functor. 𝑃𝐴 is the set of all subsets of
𝐴, and given 𝑓 ∶ 𝐴 → 𝐵, 𝑃𝑓 is the map sending 𝑆 to the image of 𝑆 under 𝑓.

(iv) There is another power-set functor 𝑃⋆ ∶ Setop → Set (or Set → Setop). This has
the same object map, but given 𝑓 ∶ 𝐴 → 𝐵, 𝑃⋆𝑓 maps 𝑆 ⊆ 𝐵 to its inverse image
under 𝑓. A functor like this that reverses the direction of arrows is sometimes called
contravariant; functors which do not are called covariant.

(v) The construction of dual spaces in linear algebra gives rise to a functor (−)⋆ ∶ Vectop𝑘 →
Vect𝑘. 𝑉⋆ is the space of linear maps 𝑉 → 𝑘, and a linear map 𝑓 ∶ 𝑉 → 𝑊 gives rise
to 𝑓⋆ ∶ 𝑊 ⋆ → 𝑉⋆ given by composition.

(vi) Cat is the category where the objects are the small categories and the morphisms are
functors. This is well-defined as functors have identities and compositions.

(vii) The assignment 𝒞 → 𝒞op defines a (covariant) functor Cat→ Cat.
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1. Definitions and examples

(viii) A functor between monoids is a monoid homomorphism.

(ix) A functor between groups is a group homomorphism.

(x) A functor between posets is an order-preserving map.

(xi) If 𝐺 is a group, a functor 𝐹 ∶ 𝐺 → Set defines a set 𝐴 = 𝐹⋆, together with a collec-
tion of endomorphisms of 𝐴 denoted 𝑎 ↦ 𝑔 ⋅ 𝑎 for each 𝑔 ∈ 𝐺. This collection of
endomorphisms is compatible with the identity and composition, so is precisely the
definition of a group action or permutation representation of 𝐺.

(xii) If 𝐺 is a group, a functor 𝐹 ∶ 𝐺 → Vect𝑘 is a 𝑘-linear representation of 𝐺.

(xiii) The fundamental group of a topological space defines a functor 𝜋1 ∶ Top⋆ → Gp,
where Top⋆ is the category of pointed topological spaces.

1.3. Natural transformations
Definition. Let 𝒞,𝒟 be categories, and 𝐹, 𝐺 ∶ 𝒞 ⇉ 𝒟 be functors. A natural transforma-
tion 𝛼 ∶ 𝐹 → 𝐺 is a mapping ob𝒞 → mor𝒟 denoted 𝐴 ↦ 𝛼𝐴, such that

(i) 𝛼𝐴 ∶ 𝐹𝐴 → 𝐺𝐴 for all 𝐴; and

(ii) for any morphism 𝑓 ∶ 𝐴 → 𝐵 in 𝒞, the square

𝐹𝐴 𝐹𝐵

𝐺𝐴 𝐺𝐵

𝐹𝑓

𝛼𝐵𝛼𝐴

𝐺𝑓

commutes. Such squares are called naturality squares.

If we have a natural transformation 𝛽 ∶ 𝐺 → 𝐻, we can define 𝛽𝛼 by (𝛽𝛼)𝐴 = 𝛽𝐴𝛼𝐴. We
therefore have a category [𝒞,𝒟] whose objects are the functors 𝒞 → 𝒟 and whose morph-
isms are the natural transformations between them.

Example. (i) Given a vector space 𝑉 , we have a linear map 𝛼𝑉 ∶ 𝑉 → 𝑉⋆⋆ sending
𝑣 ∈ 𝑉 to the map 𝑓 ↦ 𝑓(𝑣). This is a natural transformation 𝛼 ∶ 1Vect𝑘 → (−)⋆⋆. The
naturality squares are of the form

𝑉 𝑊

𝑉⋆⋆ 𝑊 ⋆⋆

𝑓

𝛼𝑊𝛼𝑉

𝑓⋆⋆

where
𝛼𝑉 (𝑣) = 𝑓 ↦ 𝑓(𝑣); 𝑓⋆⋆(𝑔)(ℎ) = 𝑔(𝑓⋆ℎ) = 𝑔(ℎ ∘ 𝑓)
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I. Category Theory

We show the naturality square commutes.

((𝑔 ↦ ℎ ↦ 𝑔(ℎ ∘ 𝑓)) ∘ 𝛼𝑉 )(𝑣) = (𝑔 ↦ ℎ ↦ 𝑔(ℎ ∘ 𝑓))(𝛼𝑉𝑣)
= (𝑔 ↦ ℎ ↦ 𝑔(ℎ ∘ 𝑓))(𝑘 ↦ 𝑘𝑣)
= ℎ ↦ (𝑘 ↦ 𝑘𝑣)(ℎ ∘ 𝑓)
= ℎ ↦ (ℎ ∘ 𝑓)𝑣
= ℎ ↦ (ℎ(𝑓𝑣))
= 𝛼𝑊 (𝑓𝑣)
= (𝛼𝑊 ∘ 𝑓)𝑣

(ii) There is an inclusion from any set 𝐴 to its free group 𝐹𝐴. The map sending a set 𝐴 to
the inclusion 𝐴 → 𝐹𝐴 is a natural transformation 1Set → 𝑈𝐹. Naturality is built into
the definition of 𝐹 on morphisms.

𝐴 𝐵

𝑈𝐹𝐴 𝑈𝐹𝐵

𝑓

𝛼𝐵𝛼𝐴

𝑈𝐹(𝑓)

(iii) There is a mapping 𝛼𝐴 ∶ 𝐴 → 𝑃𝐴 by mapping 𝑎 ∈ 𝐴 to {𝑎} ∈ 𝑃𝐴. This is a natural
transformation 1Set → 𝑃, since 𝑃𝑓{𝑎} = {𝑓𝑎}.

𝐴 𝐵

𝑃𝐴 𝑃𝐵

𝑓

𝛼𝐵𝛼𝐴

𝑃𝑓

(iv) Let 𝑓, 𝑔 ∶ 𝑃 ⇉ 𝑄 be order-preserving maps between posets. Then for 𝑥 ≤ 𝑦 in 𝑃, the
naturality square is

𝑓𝑥 𝑓𝑦

𝑔𝑥 𝑔𝑦
𝛼𝑥 𝛼𝑦

In particular, the existence of 𝛼𝑥 proves that 𝑓𝑥 ≤ 𝑔𝑥. Thus a natural transformation
𝑓 → 𝑔 exists if and only if 𝑓𝑥 ≤ 𝑔𝑥 pointwise for all 𝑥 ∈ 𝑃. Note that every square of
morphisms in a poset commutes.

(v) Let 𝑢, 𝑣 ∶ 𝐺 ⇉ 𝐻 be group homomorphisms. For 𝑔 ∈ 𝐺, the naturality square is

⋆ ⋆

⋆ ⋆

𝑢𝑔

𝛼⋆𝛼⋆

𝑣𝑔
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1. Definitions and examples

Anatural transformation𝛼 ∶ 𝑢 → 𝑣 is an element𝛼⋆ = ℎ ∈ 𝐻 such thatℎ𝑢(𝑔) = 𝑣(𝑔)ℎ
for all 𝑔, or equivalently, 𝑣(𝑔) = ℎ𝑢(𝑔)ℎ−1. Thus a natural transformation exhibits a
conjugacy between two homomorphisms. In particular, the natural transformations
𝑢 → 𝑢 are the elements of the centraliser of 𝑢(𝐺).

(vi) Let 𝐴, 𝐵 be permutation representations of 𝐺, that is, functors 𝐺 → Set.

𝐴⋆ 𝐴⋆

𝐵⋆ 𝐵⋆

𝐴𝑔

𝑓𝑓

𝐵𝑔

A natural transformation 𝑓 ∶ 𝐴 → 𝐵 is a mapping of the underlying sets 𝐴⋆ → 𝐵⋆
satisfying 𝑔 ⋅ 𝑓(𝑎) = 𝑓(𝑔 ⋅ 𝑎) for all 𝑎 ∈ 𝐴 and 𝑔 ∈ 𝐺. This is the definition of a
𝐺-equivariant map.

(vii) For any (nice) pointed topological space 𝑋 with base point 𝑥, the Hurewicz homo-
morphism is a map ℎ𝑛,𝑥 ∶ 𝜋𝑛(𝑋, 𝑥) → 𝐻𝑛(𝑋). This is a natural transformation
𝜋𝑛 → 𝐻𝑛𝑈 where 𝑈 is the forgetful functor Top⋆ → Top.

1.4. Equivalence of categories
There is a notion of isomorphism of categories, namely, isomorphism in the category Cat.
For example, Rel ≅ Relop via the functor

𝐴 ↦ 𝐴; 𝑅 ↦ 𝑅∘ = {(𝑏, 𝑎) ∣ (𝑎, 𝑏) ∈ 𝑅}
However, there is a weaker notion that is often more useful in practice, called equivalence.
To define this, we need a notion of ‘natural isomorphism’. There are two obvious definitions,
which we show are equivalent.

Lemma. Let 𝛼 ∶ 𝐹 → 𝐺 be a natural transformation between functors 𝒞 ⇉ 𝒟. Then 𝛼
is an isomorphism in the functor category [𝒞,𝒟] if and only if each component 𝛼𝐴 is an
isomorphism in𝒟.

Proof. The forward direction is clear as composition in [𝒞,𝒟] is pointwise; if 𝛽 is an inverse
for 𝛼, then 𝛽𝐴 is an inverse for 𝛼𝐴. Suppose 𝛽𝐴 is an inverse for 𝛼𝐴 for each 𝐴. We show
the 𝛽 collectively form a natural transformation by verifying the naturality squares. Given
𝑓 ∶ 𝐴 → 𝐵 in 𝒞, consider

𝐹𝐴 𝐹𝐵

𝐺𝐴 𝐺𝐵

𝐹𝑓

𝛼𝐴

𝐺𝑓

𝛼𝐵 𝛽𝐵𝛽𝐴

Then
(𝐹𝑓)𝛽𝐴 = 𝛽𝐵𝛼𝐵(𝐹𝑓)𝛽𝐴 = 𝛽𝐵(𝐺𝑓)𝛼𝐴𝛽𝐴 = 𝛽𝐵(𝐺𝑓)

using naturality of 𝛼. Thus 𝛽 is natural, and an inverse for 𝛼.
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I. Category Theory

Definition. Let 𝒞,𝒟 be categories. An equivalence between 𝒞 and𝒟 is a pair of functors

𝐹 ∶ 𝒞 → 𝒟; 𝐺 ∶ 𝒟 → 𝒞

and a pair of natural isomorphisms

𝛼 ∶ 1𝒞 → 𝐺𝐹; 𝛽 ∶ 𝐹𝐺 → 1𝒟

If 𝒞 and𝒟 are equivalent, we write 𝒞 ≃ 𝒟.
The reason the natural isomorphisms point in opposite directions will be clarified later. A
property 𝑃 of categories that is called categorical if whenever 𝒞 satisfies 𝑃 and 𝒞 ≃ 𝒟, then
𝒟 satisfies 𝑃. For example, the properties of being a preorder or being a groupoid are cat-
egorical. Being a partial order or being a group are not categorical. Generally, properties
that rely on equality of objects, not isomorphism, will not be categorical.

Example. (i) Let Set⋆ be the category of pointed sets and functions preserving the base
point. Then Set⋆ ≃ Part by

𝐹 ∶ Set⋆ → Part; 𝐹(𝐴, 𝑎) = 𝐴 ∖ {𝑎}; 𝐹((𝐴, 𝑎) 𝑓−→ (𝐵, 𝑏))(𝑥) = 𝑓(𝑥)

and

𝐺 ∶ Part→ Set⋆; 𝐺(𝐴) = 𝐴∪{𝐴}; 𝐺(𝐴 𝑓−→ 𝐵 partial)(𝑥) = {𝑓(𝑥) if 𝑓 is defined at 𝑥
𝐵 otherwise

Note that 𝐹𝐺 = 1Part, but 𝐺𝐹 is not equal to 1Set⋆ . It is not possible for these two
categories to be isomorphic, because there is an isomorphism class of Part that has
only one member, namely {∅}, but this cannot occur in Set⋆.

(ii) Let fdVect𝑘 be the category of finite-dimensional vector spaces over 𝑘. This category
is equivalent to its opposite category fdVectop𝑘 via the dual space functors in both dir-
ections. The natural isomorphisms 𝛼 and 𝛽 are both as in the double dual example
given above.

(iii) We show fdVect𝑘 ≃Mat𝑘. Define

𝐹 ∶Mat𝑘 → fdVect𝑘; 𝐹(𝑛) = 𝑘𝑛

and sending a matrix 𝐴 to the linear map it represents in the standard basis. For each
finite-dimensional vector space 𝑉 , choose a particular basis. Define

𝐺 ∶ fdVect𝑘 →Mat𝑘; 𝐺(𝑉) = dim𝑉

and let 𝐺(𝜃) be the matrix representing 𝜃 with respect to the particular bases chosen
above. Then 𝐺𝐹 = 1Mat𝑘 , as long as we chose the bases above in such a way that the
𝑘𝑛 have the standard basis. Further, 𝐹𝐺 is naturally isomorphic to 1fdVect𝑘 , since the
chosen bases define isomorphisms 𝑘dim𝑉 → 𝑉 , which are natural in 𝑉 .
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1. Definitions and examples

In line with the idea that we do not want to consider equality of objects but only equality of
morphisms, we make the following definitions.

Definition. Let 𝐹 ∶ 𝒞 → 𝒟 be a functor. We say that 𝐹 is

(i) faithful, if for each 𝑓, 𝑔 ∈ mor𝒞 with equal domain and codomain, 𝐹𝑓 = 𝐹𝑔 implies
𝑓 = 𝑔;

(ii) full, if for each 𝐹𝐴 𝑔−→ 𝐹𝐵, there exists a morphism 𝐴 𝑓−→ 𝐵 such that 𝐹𝑓 = 𝑔;

(iii) essentially surjective, if every 𝐵 ∈ ob𝒟 is isomorphic to some 𝐹𝐴 for 𝐴 ∈ ob𝒞.

Note that if 𝐹 is full and faithful, it is essentially injective: if 𝐹𝐴 𝑔−→ 𝐹𝐵 is an isomorphism,
the unique 𝐴 𝑓−→ 𝐵 with 𝐹𝑓 = 𝑔 is an isomorphism, because its inverse is the unique 𝐵 → 𝐴
mapped to 𝑔−1.

Lemma. Let 𝐹 ∶ 𝒞 → 𝒟 be a functor. Then 𝐹 is part of an equivalence 𝒞 ≃ 𝒟 if and only
if 𝐹 is full, faithful, and essentially surjective.

Proof. Suppose𝐺, 𝛼, 𝛽make𝐹 into an equivalence. The existence of 𝛽 ensures that𝐵 ≃ 𝐹𝐺𝐵
for any 𝐵 ∈ ob𝒟, giving essential surjectivity. For faithfulness, for any𝐴 𝑓−→ 𝐵 in 𝒞, we have
𝑓 = 𝛼−1𝐵 (𝐺𝐹𝑓)𝛼𝐴, allowing us to reproduce 𝑓 from its domain, codomain, and image under
𝐹. For fullness, consider 𝐹𝐴 𝑔−→ 𝐹𝐵, and define 𝑓 = 𝛼−1𝐵 (𝐺𝑔)𝛼𝐴 ∶ 𝐴 → 𝐵. Then, 𝐺𝐹𝑓 = 𝐺𝑔.
As 𝐺 is faithful by symmetry, 𝐹𝑓 = 𝑔.

For the converse, for each object 𝐵 ∈ 𝒟, we choose an isomorphism 𝛽𝐵 ∶ 𝐹𝐴 → 𝐵 where
𝐴 ∈ 𝒞, and define the action of 𝐺 at 𝐵 to be this 𝐴. Then we define 𝐺 on morphisms by
letting𝐺(𝐵 𝑔−→ 𝐶) be the unique𝐺𝐵 → 𝐺𝐶 whose image under 𝐹 is 𝛽−1𝐶 ∘𝑔∘𝛽𝐵, thus making
the following diagram commute.

𝐹𝐺𝐵 𝐹𝐺𝐶

𝐵 𝐶
𝛽𝐵

𝑔

𝛽−1𝐶

𝐹𝐺𝑔

This is functorial: given ℎ ∶ 𝐶 → 𝐷, we can form 𝐺(ℎ𝑔) and (𝐺ℎ)(𝐺𝑔)which have the same
image under 𝐹, so must be equal.

𝐹𝐺𝐵 𝐹𝐺𝐷

𝐵 𝐹𝐺𝐶 𝐷

𝐶 𝐶

𝛽𝐵

𝑔
𝛽−1𝐶

𝐹𝐺𝑔

𝛽𝐶
ℎ

𝛽−1𝐷
𝐹𝐺ℎ

1𝐶

𝐹𝐺(ℎ𝑔)
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I. Category Theory

By construction, 𝛽 is a natural isomorphism 𝐹𝐺 → 1𝒟. It suffices to construct the natural
isomorphism 𝛼 ∶ 1𝒞 → 𝐺𝐹. Its component at 𝐴 is the unique isomorphism whose image
under 𝐹 is

𝐹𝐴 𝐹𝐺𝐹𝐴
𝛽−1𝐹𝐴

Consider a naturality square for 𝛼.

𝐴 𝐵

𝐺𝐹𝐴 𝐺𝐹𝐵

𝑓

𝛼𝐵𝛼𝐴

𝐺𝐹𝑓

As 𝐹 is faithful, to show this diagram commutes, it suffices to show that its image under 𝐹
commutes.

𝐹𝐴 𝐹𝐵

𝐹𝐺𝐹𝐴 𝐹𝐺𝐹𝐵

𝐹𝑓

𝐹𝛼𝐵=𝛽−1𝐹𝐵𝐹𝛼𝐴=𝛽−1𝐹𝐴

𝐹𝐺𝐹𝑓

This commutes by naturality of 𝛽−1.

We call a subcategory full if its inclusion functor is full.

Definition. A category is called skeletal if every isomorphism class has a single member.
A skeleton of 𝒞 is a full subcategory 𝒞′ containing exactly one object for each isomorphism
class.

Note that an equivalence of skeletal categories is bijective on objects, and hence is an iso-
morphism of categories.

1.5. Monomorphisms and epimorphisms
Definition. A morphism 𝑓 ∶ 𝐴 → 𝐵 is a monomorphism, and is called monic, if 𝑓𝑔 = 𝑓ℎ
implies 𝑔 = ℎ whenever the compositions are defined. Dually, 𝑓 is an epimorphism, and is
called epic, if 𝑔𝑓 = ℎ𝑓 implies 𝑔 = ℎ whenever the compositions are defined.
Monomorphisms are left-cancellable; epimorphisms are right-cancellable. We will often
denote a monomorphism with an arrow with a tail 𝐴 ↣ 𝐵, and denote epimorphisms with
double-headed arrows 𝐴 ↠ 𝐵. Isomorphisms are clearly monic and epic; if all monic and
epic morphisms in a category are isomorphisms, we call the category balanced.

Example. (i) In Set, the monomorphisms are precisely the injective functions, and the
epimorphisms are precisely the surjective functions. Thus Set is balanced.

(ii) InGp, the monomorphisms are the injective functions, and the epimorphisms are the
surjective functions.

16



1. Definitions and examples

(iii) InRng, themonomorphisms are again the injective functions, but there are epimorph-
isms that are not surjective, for example the inclusion ℤ → ℚ.

(iv) In Top, the monomorphisms are the injective functions, and the epimorphisms are
the surjective functions. However,Top is not balanced, because continuous bijections
need not have continuous inverses.

(v) In a preorder, any morphism is monic and epic. The category is balanced if and only
if it is an equivalence relation (or equivalently, symmetric).

17



I. Category Theory

2. The Yoneda lemma
2.1. Statement and proof
Definition. A category 𝒞 is called locally small if the collection of morphisms 𝐴 → 𝐵 are
parametrised by a set. In this case, we write 𝒞(𝐴, 𝐵) for the set of such morphisms.
Given an object 𝐴 of a locally small category, we can define a functor

𝒞(𝐴,−) ∶ 𝒞 → Set

given by
𝐵 ↦ 𝒞(𝐴, 𝐵); (𝐵 𝑓−→ 𝐶) ↦ ((𝐴 𝑔−→ 𝐵) ↦ 𝑓𝑔)

This is functorial by associativity of function composition. We can also define

𝒞(−, 𝐴) ∶ 𝒞op → Set

by
𝐵 ↦ 𝒞(𝐵, 𝐴); (𝐵 𝑓−→ 𝐶) ↦ ((𝐵 𝑔−→ 𝐴) ↦ 𝑔𝑓)

Lemma (Yoneda lemma). Let 𝒞 be a locally small category. Let 𝐴 ∈ ob𝒞, and let 𝐹 ∶ 𝒞 →
Set be a functor. Then,

(i) there is a bijection

{natural transformations 𝒞(𝐴,−) → 𝐹} ↔ {elements of 𝐹𝐴}

(ii) and further, this bijection is natural in both 𝐴 and 𝐹.
This shows that we can consider a natural transformation 𝒞(𝐴,−) → 𝐹 as a way to evaluate
morphisms at a point 𝑥 ∈ 𝐹𝐴.
Example. Consider the category 𝒞 of the form

𝐴

𝐵 𝐶

𝑓 𝑔

and the functor 𝐹 ∶ 𝒞 → Set given by

𝐹(𝐴) = {1, 2}; 𝐹(𝐵) = {3}; 𝐹(𝐶) = {4, 5, 6}

and
𝐹(𝑓)(1) = 𝐹(𝑓)(2) = 3; 𝐹(𝑔)(1) = 4; 𝐹(𝑔)(2) = 5

A natural transformation 𝛼 ∶ 𝒞(𝐴,−) → 𝐹 is given by its components

𝛼𝐴 ∶ {1𝐴} → {1, 2}; 𝛼𝐵 ∶ {𝑓} → {3}; 𝛼𝐶 ∶ {𝑔} → {4, 5, 6}

18



2. The Yoneda lemma

subject to the naturality square

{1𝐴} {𝑔}

{1, 2} {4, 5, 6}

𝒞(𝐴,𝑔)

𝛼𝐶𝛼𝐴

𝐹𝑔

which enforces that
(𝐹𝑔)(𝛼𝐴) = 𝛼𝐶(𝑔)

Thismeans that such a natural transformation 𝛼 is defined uniquely by a choice of (𝐹𝑔)(𝛼𝐴);
that is, a choice of an element of 𝐹𝐴.

Example. Let 𝐺 be a group in the set-theoretic sense. Let us represent 𝐺 as the category 𝒞;
that is, let

ob𝒞 = {⋆}; mor𝒞 = 𝐺

Consider the functor 𝐹 ∶ 𝒞 → Set given by

𝐹(⋆) = 𝐺; 𝐹(𝑔)(ℎ) = 𝑔ℎ

If 𝛼 ∶ 𝒞(⋆, −) → 𝐹 is a natural transformation, for each 𝑔 ∈ 𝐺, 𝛼⋆(𝑔) is a map 𝐺 → 𝐺.
The naturality condition ensures that 𝛼 respects the group structure. Applying the Yoneda
lemma, we find that every map 𝐺 → 𝐺 that respects the group structure in this way is just
the action of multiplication by some element of the group.

We prove part (i) now, and postpone (ii) until some corollaries have been established.

Proof. We want to show that a natural transformation 𝛼 ∶ 𝒞(𝐴,−) → 𝐹 is a way to evalu-
ate morphisms at a point 𝑥 ∈ 𝐹𝐴. To find a sensible value for 𝑥, we evaluate the identity
morphism 1𝐴 ∶ 𝐴 → 𝐴.

Φ ∶ (𝒞(𝐴,−) → 𝐹) → 𝐹𝐴; Φ(𝛼) = 𝛼𝐴(1𝐴) ∈ 𝐹𝐴

Now, given a point 𝑥 ∈ 𝐹𝐴, we want to create a natural transformation that evaluates func-
tions 𝐴 → 𝐵 and yields a point in 𝐹𝐵. We define

Ψ ∶ 𝐹𝐴 → (𝒞(𝐴,−) → 𝐹); Ψ(𝑥)𝐵(𝐴
𝑓−→ 𝐵) = (𝐹𝑓)𝑥

For ℎ ∶ 𝐵 → 𝐶, the naturality square is as follows.

𝒞(𝐴, 𝐵) 𝒞(𝐴, 𝐶)

𝐹𝐵 𝐹𝐶

𝒞(𝐴,ℎ)

Ψ(𝑥)𝐶Ψ(𝑥)𝐵

𝐹ℎ
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I. Category Theory

Here, 𝒞(𝐴, ℎ) denotes the operation 𝑔 ↦ ℎ𝑔. For 𝑓 ∶ 𝐴 → 𝐵,

Ψ(𝑥)𝐶(𝒞(𝐴, ℎ)(𝑓)) = Ψ(𝑥)𝐶(ℎ𝑓) = (𝐹(ℎ𝑓))𝑥

and
(𝐹ℎ)(Ψ(𝑥)𝐵(𝑓)) = (𝐹ℎ)((𝐹𝑓)𝑥) = (𝐹(ℎ𝑓))𝑥

as required. Hence the ‘evaluate at 𝑥’ map Ψ(𝑥) is a natural transformation. We show that
these two constructions are inverses.

ΦΨ(𝑥) = Ψ(𝑥)𝐴(1𝐴) = (𝐹1𝐴)𝑥 = 1𝐹𝐴𝑥 = 𝑥

Let 𝛼 ∶ 𝒞(𝐴,−) → 𝐹 be a natural transformation, let 𝐵 ∈ ob𝒞, and let 𝑓 ∶ 𝐴 → 𝐵. Then
𝛼𝐵(𝑓) and (ΨΦ(𝛼))𝐵(𝑓) are elements of 𝐹𝐵; we show they coincide.

(ΨΦ(𝛼))𝐵(𝑓) = (𝐹𝑓)(Φ(𝛼)) = (𝐹𝑓)(𝛼𝐴(1𝐴))

Naturality of 𝛼 shows that the following diagram commutes.

𝒞(𝐴, 𝐴) 𝒞(𝐴, 𝐵)

𝐹𝐴 𝐹𝐵

𝒞(𝐴,𝑓)

𝛼𝐵𝛼𝐴

𝐹𝑓

Thus,
(ΨΦ(𝛼))𝐵(𝑓) = 𝛼𝐵(𝑓1𝐴) = 𝛼𝐵(𝑓)

Hence, Φ and Ψ are inverse bijections.

Corollary. For any locally small category 𝒞, the map

𝐴 ↦ 𝒞(𝐴,−)

is a full and faithful functor
𝑌 ∶ 𝒞op → [𝒞, Set]

This is called the Yoneda embedding.

Proof. Let 𝐹 = 𝒞(𝐵,−) in the Yoneda lemma. Then there is a bijection

𝒞(𝐵, 𝐴) ↔ {natural transformations 𝒞(𝐴,−) → 𝒞(𝐵,−)}

This bijection maps 𝑓 ∶ 𝐵 → 𝐴 to the natural transformation given by composition with 𝑓.
This is functorial as composition in 𝒞 is associative.

20



2. The Yoneda lemma

This says that any locally small category 𝒞 is equivalent to a full subcategory of a functor
category [𝒞op, Set]. The category [𝒞op, Set] is sometimes called the category of presheaves
on 𝒞, so any category embeds into its category of presheaves.
We now explain and prove part (ii) of the Yoneda lemma. Suppose that 𝒞 were small, so
[𝒞, Set] were locally small. Then we have two functors

𝒞 × [𝒞, Set] → Set

The first is the evaluation functor
(𝐴, 𝐹) = 𝐹𝐴

The second is the composite

𝒞 × [𝒞, Set] 𝑌×1−−−→ [𝒞, Set]op × [𝒞, Set] [𝒞,Set](−,−)−−−−−−−−→ Set

The naturality condition is that Φ and Ψ are natural transformations between these two
functors, and thus are natural isomorphisms.

Proof. Let 𝑓 ∶ 𝐴 → 𝐴′, 𝛼 ∶ 𝐹 → 𝐹′, and 𝑥 ∈ 𝐹𝐴. If 𝑥′ is the image of 𝑥 under the diagonal
of the naturality square

𝐹𝐴 𝐹𝐴′

𝐹′𝐴 𝐹′𝐴′

𝐹𝑓

𝛼𝐴′𝛼𝐴

𝐹′𝑓

we want to show that Ψ(𝑥′) is the composite

𝒞(𝐴′, −) 𝒞(𝑓,−)−−−−→ 𝒞(𝐴,−) Ψ(𝑥)−−−→ 𝐹 𝛼−→ 𝐹′

But this can be easily verified, as the composite maps

1𝐴′ ↦ 𝑓 ↦ (𝐹𝑓)(𝑥) ↦ 𝛼𝐴′(𝐹𝑓)(𝑥) = 𝑥′

as required.

2.2. Representable functors
Definition. Let 𝒞 be a locally small category. A functor 𝐹 ∶ 𝒞 → Set is called representable
if it is isomorphic to𝒞(𝐴,−) for some𝐴. A representation of 𝐹 is a pair (𝐴, 𝑥)where𝐴 ∈ ob𝒞,
and 𝑥 ∈ 𝐹𝐴 is such that

Ψ(𝑥) ∶ 𝒞(𝐴,−) → 𝐹
is a natural isomorphism. In this case, we say that 𝑥 is a universal element of 𝐹.
Corollary. Suppose (𝐴, 𝑥) and (𝐵, 𝑦) are representations of 𝐹 ∶ 𝒞 → Set. Then there is a
unique isomorphism 𝑓 ∶ 𝐴 → 𝐵 such that 𝐹𝑓(𝑥) = 𝑦.

21



I. Category Theory

Proof. The Yoneda lemma shows that the elements of 𝐹𝐴 correspond to natural transforma-
tions 𝒞(𝐴,−) → 𝐹, and similarly for the elements of 𝐹𝐵. Thus, 𝐹𝑓(𝑥) = 𝑦 equivalently says
that

𝒞(𝐵,−) 𝒞(𝐴,−)

𝐹

𝒞(𝑓,−)

Ψ(𝑥)Ψ(𝑦)

commutes. But Ψ(𝑥) and Ψ(𝑦) are isomorphisms, so this holds if and only if 𝑓 is the unique
isomorphism sent by the Yoneda embedding to Ψ(𝑥)−1Ψ(𝑦).
(i) Consider the forgetful functor Gp → Set. This is representable by the free group on

one generator, ℤ. Similarly, the forgetful functorRng→ Set is represented by the free
ring on one generator, ℤ[𝑥].

(ii) The forgetful functor Top→ Set is representable by the one-point space.

(iii) The contravariant power set functor 𝑃⋆ ∶ Setop → Set is representable by the two-
element set 2 = {0, 1} via the bijection mapping 𝑓 ∶ 𝐴 → 2 to 𝑓−1(1).

(iv) The covariant power set functor 𝑃 ∶ Set→ Set is not representable. Set(𝐴, 1) ≅ 1 for
any 𝐴, but 𝑃1 ≅ 2 ≇ 1.

(v) DefineΩ ∶ Topop → Set to be the functor mapping a space 𝑋 to its set of open subsets.
If 𝑓 ∶ 𝑋 → 𝑌 is continuous, this induces amapΩ𝑓 ∶ Ω𝑌 → Ω𝑋 . This is representable
by the Sierpiński space Σ with two points {0, 1} and open sets

∅; {1}; Σ

The continuous maps 𝑓 ∶ 𝑋 → Σ are exactly the characteristic functions of the open
subsets of 𝑋 , because continuity is just that 𝑓−1({1}) is open.

(vi) The dual vector space functor (−)⋆ ∶ Vectop𝑘 → Vect𝑘 is not representable because its
codomain is not Set, but composing with the forgetful functor makes it representable
by the one-dimensional space 𝑘.

(vii) Let 𝐺 be a group. The (unique up to isomorphism) representable functor 𝐺 → Set is
the Cayley representation of the group; that is, the set 𝐺 acting on itself by multiplica-
tion.

(viii) Let 𝐴, 𝐵 be objects of a locally small category 𝒞. Then there is a functor 𝒞op → Set
sending 𝐶 to the Cartesian product

𝒞(𝐶, 𝐴) × 𝒞(𝐶, 𝐵)

If this is representable, we call the representing object a categorical product of 𝐴 and
𝐵, and denote it 𝐴 × 𝐵. The universal element is a pair of morphisms 𝜋1 ∶ 𝐴 × 𝐵 →
𝐴,𝜋2 ∶ 𝐴 × 𝐵 → 𝐵, called projections. This has the property that for any pair (𝑓 ∶
𝐶 → 𝐴, 𝑔 ∶ 𝐶 → 𝐵) there exists a unique morphism ℎ = (𝑓, 𝑔) ∶ 𝐶 → 𝐴×𝐵 satisfying
𝜋1ℎ = 𝑓, 𝜋2ℎ = 𝑔.
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(ix) Dually, there is the notion of a coproduct 𝐴 + 𝐵, which is a representing object of the
functor mapping 𝐶 to

𝒞(𝐴, 𝐶) × 𝒞(𝐵, 𝐶)

with coprojections 𝜈1 ∶ 𝐴 → 𝐴 + 𝐵, 𝜈2 ∶ 𝐵 → 𝐴 + 𝐵.

(x) Let 𝑓, 𝑔 ∶ 𝐴 ⇉ 𝐵 be a parallel pair of morphisms in a locally small category 𝒞. Define
a functor 𝐹 ∶ 𝒞op → Set by sending 𝐶 to

{ℎ ∶ 𝐶 → 𝐴 ∣ 𝑓ℎ = 𝑔ℎ}

If this is representable, we call the representation an equaliser of 𝑓 and 𝑔. This consists
of a representing object 𝐸 with a morphism 𝑒 ∶ 𝐸 → 𝐴 satisfying 𝑓𝑒 = 𝑔𝑒. Moreover,
for any morphism ℎ with 𝑓ℎ = 𝑔ℎ, ℎ factors uniquely through 𝑒. Hence, 𝑒 is a mono-
morphism. Monomorphisms that occur in this way are called regular.

(xi) Dually, there is also a notion of coequaliser, giving rise to an epimorphism. We again
call epimorphisms regular if they arise in this way.

In Set, the categorical product is the Cartesian product, and the categorical coproduct is the
disjoint union. The equaliser of 𝑓, 𝑔 ∶ 𝐴 ⇉ 𝐵 is the set

{𝑎 ∈ 𝐴 ∣ 𝑓𝑎 = 𝑔𝑎}

The coequaliser of 𝑓, 𝑔 is the quotient
𝐵⟋∼

where ∼ is the equivalence relation generated by 𝑓𝑎 ∼ 𝑔𝑎.

In Gp, the product is the direct product, but the coproduct is the free product 𝐴 ∗ 𝐵. The
equaliser of 𝑓, 𝑔 ∶ 𝐴 ⇉ 𝐵 is as in Set, which is a subgroup of 𝐴. The coequaliser of 𝑓, 𝑔
is the quotient by the smallest congruence containing all pairs (𝑓𝑎, 𝑔𝑎). In Set and Gp, all
monomorphisms and epimorphisms are regular.

InTop, not all injections or surjections are regularmonomorphisms or epimorphisms.

2.3. Separating and detecting families

Definition. Let 𝒞 be a locally small category, and 𝒢 a class of objects of 𝒞. We say that

(i) 𝒢 is a separating family for 𝒞 if the functors 𝒞(𝐺,−) for 𝐺 ∈ 𝒢 are collectively faithful;
that is, if 𝑓, 𝑔 ∶ 𝐴 ⇉ 𝐵, the equations 𝑓ℎ = 𝑔ℎ for all ℎ ∶ 𝐺 → 𝐴 with 𝐺 ∈ 𝒢 imply
𝑓 = 𝑔.

𝐺 𝐴 𝐵ℎ
𝑓

𝑔
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(ii) 𝒢 is a detecting family for 𝒞 if the functors 𝒞(𝐺,−) for 𝐺 ∈ 𝒢 collectively reflect iso-
morphisms; that is, if 𝑓 ∶ 𝐴 → 𝐵 is such that every ℎ ∶ 𝐺 → 𝐵 with 𝐺 ∈ 𝒢 factors
uniquely through 𝐴, then 𝑓 is an isomorphism.

𝐺 𝐴

𝐵

𝑔

𝑓
ℎ

If 𝒢 = {𝐺}, we call 𝐺 a separator or detector respectively.

Separating and detecting families are both sometimes called generating families.

Lemma. (i) If 𝒞 has equalisers, then any detecting family is separating.
(ii) If 𝒞 is balanced, then any separating family is detecting.

Proof. Part (i). Suppose 𝒢 is detecting, and 𝑓, 𝑔 ∶ 𝐴 ⇉ 𝐵 such that every morphism ℎ ∶
𝐺 → 𝐴 with 𝐺 ∈ 𝒢 has 𝑓ℎ = 𝑔ℎ. Then every such ℎ ∶ 𝐺 → 𝐴 with 𝐺 ∈ 𝒢 factors uniquely
through the equaliser of 𝑓 and 𝑔.

𝐺

𝐸 𝐴 𝐵

ℎ
𝑓

𝑔𝑒

Thus this equaliser 𝑒 must be an isomorphism as 𝒢 is detecting. Since 𝑒𝑓 = 𝑒𝑔, we must
have 𝑓 = 𝑔, as required.
Part (ii). Suppose 𝒢 is separating, and 𝑓 ∶ 𝐴 → 𝐵 is such that every ℎ ∶ 𝐺 → 𝐵 with 𝐺 ∈ 𝒢
factors uniquely through 𝑓. As 𝒞 is balanced, it suffices to show that 𝑓 is both monic and
epic.

If 𝑓𝑔 = 𝑓ℎ for some 𝑔, ℎ ∶ 𝐶 ⇉ 𝐴, then any 𝑘 ∶ 𝐺 → 𝐶 with 𝐺 ∈ 𝒢 satisfies 𝑔𝑘 = ℎ𝑘, since
both are factorisations of 𝑓𝑔𝑘 = 𝑓ℎ𝑘 through 𝑓.

𝐺 𝐶 𝐴 𝐵
𝑔

ℎ

𝑘 𝑓

Since 𝒢 is separating, 𝑔 = ℎ. As this is true for all pairs 𝑔, ℎ, we must have that 𝑓 is monic.
Similarly, if ℓ,𝑚 ∶ 𝐵 ⇉ 𝐷 satisfy ℓ𝑓 = 𝑚𝑓, then any 𝑛 ∶ 𝐺 → 𝐵 with 𝐺 ∈ 𝒢 satisfies
ℓ𝑛 = 𝑚𝑛, since it factors through 𝑓.

𝐺

𝐴 𝐵 𝐷
ℓ

𝑚𝑓

𝑛
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2. The Yoneda lemma

So ℓ = 𝑚, giving that 𝑓 is epic.

Example. (i) In Gp, the forgetful functor is represented by ℤ. This functor is faithful
and reflects isomorphisms, so it is a separator and a detector.

(ii) In Rng, the forgetful functor is represented by ℤ[𝑥], so similarly ℤ[𝑥] is a separator
and a detector.

(iii) If 𝒞 is small, the set {𝒞(𝐴,−) ∣ 𝐴 ∈ ob𝒞} is a separating and detecting set for [𝒞, Set]
by the Yoneda lemma.

(iv) In Top, the one-point space 1 is a separator, but Top has no detecting set. If 𝜅 is an
infinite cardinal, let 𝑋𝜅 be a discrete space of cardinality 𝜅, and let 𝑌𝜅 be the same set
with the co-< 𝜅 topology:

𝑈 open ⟺ 𝑈 = ∅ or |𝑌𝜅 ∖ 𝑈| < 𝜅

The identity 𝑋𝜅 → 𝑌𝜅 is continuous but not a homeomorphism. Given any set 𝒢 of
spaces, if 𝜅 is larger than |𝐺| for all 𝐺 ∈ 𝒢, then 𝒢 cannot detect the fact that the map
𝑋𝜅 → 𝑌𝜅 is not a homeomorphism.

(v) Let 𝒞 be the category whose objects are the (von Neumann) ordinals, and in addition
to the identity morphisms, there are precisely two morphisms 𝑓, 𝑔 ∶ 𝛼 ⇉ 𝛽 when
𝛼 < 𝛽. We define composition in such a way that 𝑓𝑓 = 𝑓𝑔 = 𝑔𝑓 = 𝑔𝑔 = 𝑓. Now, 0 is
a detector for 𝒞: it detects that 𝑓, 𝑔 ∶ 0 ⇉ 𝛼 are not isomorphisms, as neither factors
through the other, and it detects that 𝑓, 𝑔 ∶ 𝛼 ⇉ 𝛽 are not isomorphisms for 0 < 𝛼 < 𝛽
since the morphism 𝑔 ∶ 0 → 𝛽 does not factor through either of them. There is no
separating set for 𝒞: for any set of ordinals 𝒢, if 𝛼 > 𝛾 for all 𝛾 ∈ 𝒢, 𝒢 cannot separate
𝑓, 𝑔 ∶ 𝛼 ⇉ 𝛼 + 1.

(vi) Gp has no coseparating or codetecting set of objects. Given any set 𝒢 of groups, let𝐻 be
a simple group with cardinality greater than that of each element of 𝒢. Then the only
homomorphisms from 𝐻 to elements of 𝒢 are trivial. In particular, 𝒢 cannot detect
that the map 𝐻 → 1 is not an isomorphism.

2.4. Projectivity
The functors 𝒞(𝐴,−) ∶ 𝒞 → Set preserve monomorphisms. They do not, in general, pre-
serve epimorphisms.

Definition. We say that an object 𝑃 of a locally small category 𝒞 is projective if 𝒞(𝑃,−)
preserves epimorphisms. In more elementary terms, given a diagram

𝑃

𝑄 𝑅
𝑓

𝑔
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there exists ℎ ∶ 𝑃 → 𝑄 such that 𝑔ℎ = 𝑓.

𝑃

𝑄 𝑅
𝑓

𝑔

ℎ

If this holds for all 𝑔 in some class ℰ of epimorphisms, we say that 𝑃 is ℰ-projective. The dual
notion is called injectivity.

We will consider the class of pointwise epimorphisms in [𝒞, Set]; that is, those natural trans-
formations 𝛼 whose components 𝛼𝐴 are surjective.
Corollary. Objects of the form 𝒞(𝐴,−) are pointwise projective in [𝒞, Set].

Proof. If 𝑃 = 𝒞(𝐴,−), an 𝑓 in the above diagram corresponds to some Φ(𝑓) ∈ 𝑅𝐴 by the
Yoneda lemma. But 𝑔𝐴 is surjective, so there exists Φ(ℎ) ∈ 𝑄𝐴mapping to Φ(𝑓).

Proposition. If 𝒞 is small, then [𝒞, Set] has enough pointwise projectives; that is, for any
object 𝐹 there exists a pointwise epimorphism 𝑃 → 𝐹 with 𝑃 pointwise projective.

Proof. Let 𝑃 = ∐(𝐴,𝑥) 𝒞(𝐴,−) where the disjoint union is taken over all pairs (𝐴, 𝑥) with
𝐴 ∈ ob𝒞 and 𝑥 ∈ 𝐹𝐴. Then 𝑃 is pointwise projective, since the 𝒞(𝐴,−) are. There is a
natural transformation 𝛼 ∶ 𝑃 → 𝐹 where the (𝐴, 𝑥)-indexed term is Ψ(𝑥) ∶ 𝒞(𝐴,−) → 𝐹.
This is pointwise epic, since any 𝑥 ∈ 𝐹𝐴 is in the image of Ψ(𝑥).
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3. Adjunctions
3.1. Definition and examples
Definition. Let 𝒞,𝒟 be categories. An adjunction between 𝒞 and 𝒟 is a pair of functors
𝐹 ∶ 𝒞 → 𝒟 and 𝐺 ∶ 𝒟 → 𝒞, together with a bijection between morphisms 𝐹𝐴 → 𝐵 in 𝒟
and 𝐴 → 𝐻𝐵 in 𝒞, which is natural in both variables 𝐴, 𝐵. We say that 𝐹 is the left adjoint to
𝐺, and that 𝐺 is the right adjoint to 𝐹, and write 𝐹 ⊣ 𝐺.
If 𝒞,𝒟 are locally small, then the naturality condition is that

𝒟(𝐹−,−); 𝒞(−, 𝐺−)
are naturally isomorphic functors 𝒞op ×𝒟 → Set.

Example. (i) The free group functor 𝐹 ∶ Set→ Gp is left adjoint to the forgetful functor
𝑈 ∶ Gp→ Set.

Gp(𝐹𝐴, 𝐺) ↔ Set(𝐴,𝑈𝐺)

(ii) The forgetful functor 𝑈 ∶ Top → Set has a left adjoint 𝐷 ∶ Set → Top which equips
each set with its discrete topology.

Top(𝐷𝑋, 𝑌) ↔ Set(𝑋, 𝑈𝑌)
It also has a right adjoint 𝐼 ∶ Set → Top which equips each set with its indiscrete
topology.

Set(𝑈𝑋, 𝑌) ↔ Top(𝑋, 𝐼𝑌)

(iii) Consider the functor ob ∶ Cat→ Setwhichmaps each category to its set of objects. It
has a left adjoint𝐷which turns each set𝑋 into a discrete category in which the objects
are elements of 𝑋 , and the only morphisms are identities. It also has a right adjoint 𝐼
which turns each set 𝑋 into an indiscrete category in which the objects are elements
of 𝑋 , and there is exactly one morphism between any two elements of 𝑋 . In addition,
𝐷 ∶ Set → Cat has a left adjoint 𝜋0 ∶ Cat → Set, where 𝜋0𝒞 is the set of connected
components of ob𝒞 under the graph induced by its morphisms.
Set(𝜋0𝒞, 𝑋) ↔ Cat(𝒞, 𝐷𝑋); Cat(𝐷𝑋, 𝒞) ↔ Set(𝑋, ob𝒞); Set(ob𝒞, 𝑋) ↔ Cat(𝒞, 𝐼𝑋)
Thus we have a chain

𝜋0 ⊣ 𝐷 ⊣ ob ⊣ 𝐼

(iv) For any set 𝐴, we have a functor (−)×𝐴 ∶ Set→ Set. This functor has a right adjoint,
which is the functor Set(𝐴, −) ∶ Set→ Set.

Set(𝐵 × 𝐴, 𝐶) ↔ Set(𝐵, Set(𝐴, 𝐶))
Applying this bijection is sometimes called currying or 𝜆-conversion. We say that a
category 𝒞 with binary products is cartesian closed if (−) × 𝐴 ∶ 𝒞 → 𝒞 has a right
adjoint, written [𝐴, −] or (−)𝐴, for each𝐴. For example,Cat is cartesian closed, where
𝒟𝒞 = [𝒞,𝒟] is the functor category that this notation already refers to.

27



I. Category Theory

(v) An equivalence 𝐹 ∶ 𝒞 → 𝒟, 𝐺 ∶ 𝒟 → 𝒞 forms adjunctions both ways: 𝐹 ⊣ 𝐺,𝐺 ⊣ 𝐹.

(vi) Let Idem be the category of pairs (𝐴, 𝑒) where 𝐴 is a set and 𝑒 is an idempotent endo-
morphism𝐴 → 𝐴. Themorphisms in Idem are themaps of sets which commute with
the idempotents. We have a functor 𝐹 ∶ Set → Idem sending 𝐴 to (𝐴, 1𝐴). Consider
𝐺 ∶ Idem → Set sending (𝐴, 𝑒) to the set of fixed points of 𝑒. Then 𝐹 ⊣ 𝐺 since any
morphism 𝐹𝐴 → (𝐵, 𝑒) takes values in 𝐺(𝐵, 𝑒). But also 𝐺 ⊣ 𝐹, since a morphism
(𝐴, 𝑒) → 𝐹𝐵 is entirely determined by its action on the fixed points in 𝐴 under 𝑒, be-
cause 𝑓(𝑎) = 𝑓(𝑒𝑎). This is not an equivalence of categories, because 𝐺 is not faithful.
So not all pairs of functors that are adjoint in both directions form an equivalence.

(vii) Let 𝒞 be a category. There is a unique functor 𝐺 ∶ 𝒞 → 1, where 1 is the discrete
category on a single object. A left adjoint for 𝐺, if it exists, sends the object in 1 to an
initial object 𝐼 of 𝒞, which is an object with a unique morphism to every object in 𝒞.
Dually, a right adjoint sends the object in 1 to a terminal object 𝑇, which is an object
with a unique morphism from every object in 𝒞. In Set, the empty set is initial, and
any singleton is terminal. In Gp, the trivial group is initial and terminal.

(viii) Let 𝑓 ∶ 𝐴 → 𝐵 be a function of sets, and let 𝐴′ ⊆ 𝐴, 𝐵′ ⊆ 𝐵. Then 𝑃𝑓(𝐴′) ⊆ 𝐵′ if and
only if 𝐴′ ⊆ 𝑃⋆𝑓(𝐵′). Thus 𝑃𝑓 ⊣ 𝑃⋆𝑓 as functors between 𝑃𝐴 and 𝑃𝐵 as posets.

(ix) Let 𝐴, 𝐵 be sets with a relation 𝑅 ⊆ 𝐴 × 𝐵. We define mappings (−)𝑟 ∶ 𝑃𝐴 → 𝑃𝐵 by

𝑆𝑟 = {𝑏 ∈ 𝐵 ∣ ∀𝑎 ∈ 𝑆, (𝑎, 𝑏) ∈ 𝑅}

and (−)ℓ ∶ 𝑃𝐵 → 𝑃𝐴 by

𝑇ℓ = {𝑎 ∈ 𝐴 ∣ ∀𝑏 ∈ 𝑇, (𝑎, 𝑏) ∈ 𝑅}

These are contravariant functors, and

𝑆 ⊆ 𝑇ℓ ⟺ 𝑆×𝑇 ⊆ 𝑅 ⟺ 𝑇 ⊆ 𝑆𝑟

We say that (−)ℓ and (−)𝑟 are adjoint on the right. This pair is called a Galois connec-
tion.

(x) The contravariant power-set functor 𝑃⋆ is self-adjoint on the right, since functions
𝐴 → 𝑃⋆𝐵 and 𝐵 → 𝑃⋆𝐴 naturally correspond bijectively to subsets of 𝐴 × 𝐵.

(xi) The dual vector space functor (−)⋆ ∶ Vect𝑘 → Vect𝑘 is self-adjoint on the right, as
linear maps 𝑉 → 𝑊 ⋆ and linear maps𝑊 → 𝑉⋆ both naturally correspond to bilinear
forms on 𝑉 ×𝑊 .

3.2. Comma categories
Definition. Let 𝐺 ∶ 𝒟 → 𝒞 be a functor and 𝐴 ∈ ob𝒞. Then, the comma category (𝐴 ↓ 𝐺)
is the category whose objects are pairs (𝐵, 𝑓) where 𝐵 ∈ ob𝒟 and 𝑓 ∶ 𝐴 → 𝐺𝐵 in 𝒞, and
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whose morphisms (𝐵, 𝑓) → (𝐵′, 𝑓′) are morphisms 𝑔 ∶ 𝐵 → 𝐵′ which commute with 𝑓, 𝑓′:

𝐴 𝐺𝐵

𝐺𝐵′

𝑓

𝐺𝑔
𝑓′

Theorem. Let 𝐺 ∶ 𝒟 → 𝒞 be a functor. Then specifying a left adjoint for 𝐺 is equivalent to
specifying an initial object of the comma categories (𝐴 ↓ 𝐺) for each 𝐴.

Proof. First, note that an object (𝐵, 𝑓) is initial in (𝐴 ↓ 𝐺) if and only if for every (𝐵′, 𝑓′),
there is a unique morphism 𝑔 ∶ 𝐵 → 𝐵′ such that the following triangle commutes.

𝐴 𝐺𝐵

𝐺𝐵′

𝑓

𝐺𝑔
𝑓′

Suppose 𝐹 ⊣ 𝐺. Then let 𝜂𝐴 ∶ 𝐴 → 𝐺𝐹𝐴 correspond to the identity 1𝐹𝐴 under the adjunc-
tion. We show that (𝐹𝐴, 𝜂𝐴) is initial in (𝐴 ↓ 𝐺). Indeed, given 𝑓 ∶ 𝐴 → 𝐺𝐵, then

𝐴 𝐺𝐹𝐴

𝐺𝐵

𝜂𝐴

𝐺𝑔
𝑓

commutes if and only if 𝑔 is the morphism corresponding to 𝑓 under the adjunction. In
particular, for any 𝑓, there is a unique such 𝑔.

Conversely, suppose (𝐹𝐴, 𝜂𝐴) is initial in (𝐴 ↓ 𝐺) for each 𝐴. Then we define the action of
𝐹 on objects by mapping 𝐴 to 𝐹𝐴. We make 𝐹 into a functor by mapping 𝑓 ∶ 𝐴 → 𝐴′ to
the unique morphism that makes the following square commute; this exists as (𝐹𝐴, 𝜂𝐴) is
initial.

𝐴 𝐺𝐹𝐴

𝐴′ 𝐺𝐹𝐴′

𝜂𝐴

𝐺𝐹𝑓𝑓

𝜂𝐴′

Functoriality of 𝐹 follows from the uniqueness of 𝐹𝑓. The bijection between morphisms
𝑓 ∶ 𝐴 → 𝐺𝐵 and 𝑔 ∶ 𝐹𝐴 → 𝐵 sends 𝑓 to the unique 𝑔 giving (𝐺𝑔)𝜂𝐴 = 𝑓. Naturality of the
bijection in 𝐴 was built in to the definition of 𝐹 as a functor, and naturality in 𝐵 is easy.

Corollary. Let 𝐹, 𝐹′ ∶ 𝒞 → 𝒟 be left adjoints to 𝐺 ∶ 𝒟 → 𝒞. Then 𝐹 ≃ 𝐹′ in [𝒞,𝒟].
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Proof. (𝐹𝐴, 𝜂𝐴) and (𝐹′𝐴, 𝜂′𝐴) are both initial objects in (𝐴 ↓ 𝐺), and so there is a unique
isomorphism 𝛼𝐴 ∶ (𝐹𝐴, 𝜂𝐴) → (𝐹′𝐴, 𝜂′𝐴) in this category. The map 𝐴 ↦ 𝛼𝐴 is natural, be-
cause given 𝑓 ∶ 𝐴 → 𝐴′, 𝛼𝐴′(𝐹𝑓) and (𝐹′𝑓)𝛼𝐴 are both morphisms (𝐹𝐴, 𝜂𝐴) ⇉ (𝐹′𝐴′, 𝜂′𝐴′𝑓)
from an initial object in (𝐴 ↓ 𝐺), so must be equal.

Lemma. Suppose

𝒞 𝒟 ℰ
𝐹 𝐻

𝐾𝐺

where 𝐹 ⊣ 𝐺 and 𝐻 ⊣ 𝐾. Then 𝐻𝐹 ⊣ 𝐺𝐾.

Proof. We have bijections

ℰ(𝐻𝐹𝐴, 𝐶) ↔ 𝒟(𝐹𝐴, 𝐾𝐶) ↔ 𝒞(𝐴,𝐺𝐾𝐶)

which are natural in 𝐴 and 𝐶, so their composite is also natural.

Corollary. Suppose the square of functors

𝒞 𝒟

ℰ ℱ

𝐹

𝐻𝐺

𝐾

commutes, and all of the functors 𝐹, 𝐺,𝐻, 𝐾 have left adjoints 𝐹′, 𝐺′, 𝐻′, 𝐾′. Then the square
of left adjoints

𝒞 𝒟

ℰ ℱ

𝐹′

𝐻′𝐺′

𝐾′

commutes up to natural isomorphism.

This result holds for any shape of diagram, not just a square. Thehypothesis can beweakened
to only require that the first diagram commutes up to natural isomorphism.

Proof. The two composites 𝐹′𝐻′ and𝐺′𝐾′ are left adjoints to𝐻𝐹 = 𝐾𝐺, somust be naturally
isomorphic.

3.3. Units and counits
Given an adjunction 𝐹 ⊣ 𝐺, the proof of the previous theorem demonstrated a naturality
square between the morphisms 𝜂𝐴 ∶ 𝐴 → 𝐺𝐹𝐴 corresponding to 1𝐹𝐴 under the adjunction.
We call 𝜂 ∶ 1𝒞 → 𝐺𝐹 the unit of the adjunction. Dually, the map 𝜖 ∶ 𝐹𝐺 → 1𝒟 is called the
counit of the adjunction; each 𝜖𝐵 ∶ 𝐹𝐺𝐵 → 𝐵 corresponds to 1𝐺𝐵.
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Theorem. Let 𝐹 ∶ 𝒞 → 𝒟, 𝐺 ∶ 𝒟 → 𝒞. Specifying an adjunction 𝐹 ⊣ 𝐺 is equivalent to
specifying natural transformations 𝜂 ∶ 1𝒞 → 𝐺𝐹, 𝜖 ∶ 𝐹𝐺 → 1𝒟, satisfying the triangular
identities

𝐹 𝐹𝐺𝐹 𝐺 𝐺𝐹𝐺

𝐹 𝐺

𝐹𝜂

𝜖𝐹
1𝐹

𝜂𝐺

𝐺𝜖
1𝐺

Proof. Suppose we have an adjunction 𝐹 ⊣ 𝐺. We have seen how to define 𝜂 and 𝜖; it
thus suffices to check the triangular identities. Since they are dual to each other, it suffices
to check the first. The morphism 𝜖𝐹𝐴 corresponds under the adjunction to 1𝐺𝐹𝐴, so by
naturality, the composite 𝜖𝐹𝐴(𝐹𝜂𝐴) corresponds to 1𝐺𝐹𝐴𝜂𝐴 = 𝜂𝐴. But 1𝐹𝐴 corresponds to
𝜂𝐴, giving the commutative triangle 𝜖𝐹𝐴(𝐹𝜂𝐴) = 1𝐹𝐴.
Conversely, suppose 𝜂 and 𝜖 are natural transformations satisfying the triangular identities.
We map 𝑓 ∶ 𝐴 → 𝐺𝐵 to the composite Φ(𝑓) given by

𝐹𝐴 𝐹𝐺𝐵 𝐵𝐹𝑓 𝜖𝐵

and 𝑔 ∶ 𝐹𝐴 → 𝐵 to the composite Ψ(𝑔) given by

𝐴 𝐺𝐹𝐴 𝐺𝐵𝜂𝐴 𝐺𝑔

These assignments are natural in 𝐴 and 𝐵 as 𝜂 and 𝜖 are natural transformations. Thus it
suffices to showΨΦ andΦΨ are the relevant identity maps; again they are dual so it suffices
to show ΨΦ(𝑓) = 𝑓. ΨΦ(𝑓) is the composite

𝐴 𝐺𝐹𝐴 𝐺𝐹𝐺𝐵 𝐺𝐵𝜂𝐴 𝐺𝐹𝑓 𝐺𝜖𝐵

which by naturality of 𝜂 is equal to

𝐴 𝐺𝐵 𝐺𝐹𝐺𝐵 𝐺𝐵𝑓 𝜂𝐺𝐵 𝐺𝜖𝐵

which is equal to 𝑓 by the triangular identity.

Recall that an equivalence of categories consisted of isomorphisms 𝛼 ∶ 1𝒞 → 𝐺𝐹 and 𝛽 ∶
𝐹𝐺 → 1𝒟. These isomorphisms may not satisfy the triangular identities, but we can always
choose 𝛼 and 𝛽 in such a way that these identities hold.
Proposition. Let (𝐹, 𝐺, 𝛼, 𝛽) be an equivalence of categories. Then there exist natural iso-
morphisms 𝛼′ ∶ 1𝒞 → 𝐺𝐹 and 𝛽′ ∶ 𝐹𝐺 → 1𝒟 which satisfy the triangular identities. In
particular, 𝐹 ⊣ 𝐺 ⊣ 𝐹.

Proof. We will set 𝛼′ = 𝛼, and construct 𝛽′ to be the composite

𝐹𝐺 𝐹𝐺𝐹𝐺 𝐹𝐺 1𝒟
(𝐹𝐺𝛽)−1 (𝐹𝛼𝐺)−1 𝛽
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Note that 𝐹𝐺𝛽 = 𝛽𝐹𝐺, since
𝐹𝐺𝐹𝐺 𝐹𝐺

𝐹𝐺 1𝒟

𝐹𝐺𝛽

𝛽𝛽𝐹𝐺

𝛽

commutes by naturality of 𝛽. Note also that 𝛽 is monic. Dually, note that 𝐺𝐹𝛼 = 𝛼𝐺𝐹 . For
the triangular identities, consider the diagrams

𝐹 𝐹𝐺𝐹 𝐹𝐺𝐹𝐺𝐹

𝐹 𝐹𝐺𝐹

𝐹

𝐹𝛼 (𝛽𝐹𝐺𝐹)−1

(𝐹𝛼𝐺𝐹)−1=(𝐹𝐺𝐹𝛼)−1

𝛽𝐹

(𝐹𝛼)−1

𝛽𝐹
1𝐹

1𝐹

and
𝐺 𝐺𝐹𝐺 𝐺𝐹𝐺𝐹𝐺

𝐺 𝐺𝐹𝐺

𝐺

(𝐺𝐹𝐺𝛽)−1

(𝐺𝐹𝛼𝐺)−1=(𝛼𝐺𝐹𝐺)−1

𝐺𝛽

𝛼−1𝐺

(𝐺𝛽)−1
1𝐺

1𝐺

𝛼𝐺

where the squares commute by naturality of 𝛽 and 𝛼 respectively. Thus 𝛼′, 𝛽′ are the unit
and counit of an adjunction 𝐹 ⊣ 𝐺 as required. Similarly, (𝛽′)−1, (𝛼′)−1 are the unit and
counit of an adjunction 𝐺 ⊣ 𝐹.

Lemma. Let 𝐹 ⊣ 𝐺 be an adjunction with counit 𝜖 ∶ 𝐹𝐺 → 1𝒟. Then

(i) 𝜖 is pointwise epimorphic if and only if 𝐺 is faithful;

(ii) 𝜖 is a (pointwise) isomorphism if and only if 𝐺 is full and faithful.

Proof. Part (i). Given 𝑔 ∶ 𝐵 → 𝐵′ in𝒟, the composite 𝑔𝜖𝐵 corresponds under the adjunction
to 𝐺𝑔 ∶ 𝐺𝐵 → 𝐺𝐵′. Thus for morphisms 𝑔 with specified domain and codomain, the map
𝑔 ↦ 𝑔𝜖𝐵 is injective if and only if the action of 𝐺 is injective. This is true for all 𝐵 and 𝐵′ if
and only if 𝜖 is pointwise epimorphic, if and only if 𝐺 is faithful.

Part (ii). Similarly, 𝐺 is full and faithful if and only if the map 𝑔 ↦ 𝑔𝜖𝐵 is a bijection on
morphismswith specified domain and codomain. This clearly holds if 𝜖𝐵 is an isomorphism
for all 𝐵. Conversely, if the condition holds, there is a unique map 𝑔 ∶ 𝐵 → 𝐹𝐺𝐵 such that
𝜖𝐵𝑔 = 1𝐵. Then 𝜖𝐵𝑔𝜖𝐵 = 𝜖𝐵, so 𝑔𝜖𝐵 and 1𝐹𝐺𝐵 have the same composite with 𝜖𝐵, so they are
equal.
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3.4. Reflections
Definition. An adjunction 𝐹 ⊣ 𝐺 is called a reflection if the counit is an isomorphism.
Dually, it is called a coreflection if the unit is an isomorphism. A full subcategory is called
reflective if the inclusion functor has a left adjoint; in this case the adjunction is a reflection.

Remark. If 𝐹 ⊣ 𝐺 is a reflection, then 𝐺 ∶ 𝒟 → 𝒞 induces an equivalence of categories
between𝒟 and the full subcategory of 𝒞 on the objects in the image of 𝐺. This subcategory
is reflective.

If𝒟 ⊆ 𝒞 is a reflective subcategory, there is intuitively a best possible way to get into𝒟 from
some object in 𝒞. The left adjoint sends an object in 𝒞 to its ‘best approximation’ in𝒟. If𝒟
is coreflective, there is a best possible way to get out of 𝒟 to some object in 𝒞.
Example. (i) AbGp is reflective inGp; the left adjoint to the inclusionmap sends a group

𝐺 to its abelianisation 𝐺ab = 𝐺⟋𝐻, the quotient of 𝐺 by its commutator subgroup
𝐻 = {𝑎𝑏𝑎−1𝑏−1 ∣ 𝑎, 𝑏 ∈ 𝐺} ⊴ 𝐺. Note that any homomorphism 𝐺 → 𝐴 where 𝐴 is
abelian factors uniquely through the quotient map 𝐺 → 𝐺ab, giving the adjunction as
required.

(ii) Recall that an abelian group is called torsion if all of its elements have finite order,
and torsion-free if all of its nonzero elements have infinite order. For an abelian group
𝐴, its set of torsion elements forms a subgroup 𝐴𝑡, which is a torsion group. Any
homomorphism from a torsion group to 𝐴 must factor through 𝐴𝑡. Thus 𝐴𝑡 is the
coreflection of 𝐴 in the category of torsion abelian groups, and 𝐴⟋𝐴𝑡

is the reflection
of 𝐴 in the category of torsion-free abelian groups.

(iii) The full subcategoryKHaus of compact Hausdorff spaces is reflective in the category
Top of topological spaces. The left adjoint to the inclusion map is the Stone–Čech
compactification functor 𝛽. We will construct this functor using the special adjoint
functor theorem, which is explored in the next section.

(iv) Recall that a subset 𝐶 of a topological space 𝑋 is called sequentially closed if for every
sequence 𝑥𝑛 ∈ 𝐶 converging to a limit 𝑥 ∈ 𝑋 , we have 𝑥 ∈ 𝐶. We say that 𝑋 is
a sequential space if all sequentially closed subsets are closed. The full subcategory
Seq of sequential spaces is coreflective in Top. Given a space 𝑋 , let 𝑋𝑠 denote the
same set, but where the topology is such that all sequentially closed sets are also taken
to be closed. The identity map 𝑋𝑠 → 𝑋 is continuous, and forms the counit of the
adjunction.

(v) The category Preord of preorders is reflective inCat. The left adjoint maps a category
𝒞 to the quotient category 𝒞⟋∼ where ∼ identifies all parallel pairs of morphisms.

(vi) Let 𝑋 be a topological space. Then the posetΩ𝑋 of open sets in 𝑋 is coreflective in the
poset 𝑃𝑋 , since if 𝑈 is open and 𝐴 is an arbitrary subset of 𝑋 , then 𝑈 ⊆ 𝐴 if and only
if 𝑈 ⊆ 𝐴∘. Thus the interior operator (−)∘ is right adjoint to the inclusion Ω𝑋 → 𝑃𝑋 .
Dually, the poset of closed sets is reflective in𝑃𝑋 ; the closure operator (−) is left adjoint
to the inclusion.
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4. Limits
4.1. Cones over diagrams
To formally define limits and colimits, we first need to define more precisely what is meant
by a diagram in a category.

Definition. Let 𝐽 be a category, which will almost always be small, and often finite. A
diagram of shape 𝐽 in a category 𝒞 is a functor 𝐷 ∶ 𝐽 → 𝒞.
We call the objects𝐷(𝑗) the vertices of the diagram, and the morphisms𝐷(𝛼) the edges of the
diagram.

Example. Let 𝐽 be the finite category
• •

• •

A diagram of shape 𝐽 in 𝒞 is exactly a commutative square in 𝒞. The diagonal arrow is
required to make 𝐽 into a category.
Example. Let 𝐽 be the finite category

• •

• •

Then a diagram of shape 𝐽 in 𝒞 is a square of objects in 𝒞 whose morphisms may or may not
commute.

Definition. Let𝐷 be a diagram of shape 𝐽 in 𝒞. A cone over 𝐷 consists of an object𝐴 ∈ ob𝒞
called the apex of the cone, together with morphisms 𝜆𝑗 ∶ 𝐴 → 𝐷(𝑗) called the legs of the
cone, such that all triangles of the following form commute.

𝐴

𝐷(𝑗) 𝐷(𝑗′)

𝜆𝑗

𝐷(𝛼)

𝜆𝑗′

We can define the notion of a morphism between cones.

Definition. Let (𝐴, 𝜆𝑗), (𝐵, 𝜇𝑗) be cones over a diagram𝐷 of shape 𝐽 in 𝒞. Then amorphism
of cones is a morphism 𝑓 ∶ 𝐴 → 𝐵 such that all triangles of the following form commute.

𝐴 𝐵

𝐷(𝑗)

𝑓

𝜇𝑗𝜆𝑗
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This makes the class of cones over a diagram 𝐷 into a category, which will be denoted
Cone(𝐷).
Remark. A cone over a diagram 𝐷 with apex 𝐴 is the same as a natural transformation from
the constant diagram Δ𝐴 to 𝐷, as we can expand the commutative triangles into the follow-
ing form.

𝐴 𝐴

𝐷(𝑗) 𝐷(𝑗′)

1𝐴

𝜆𝑗′𝜆𝑗

𝐷(𝛼)

Note thatΔ is a functor 𝒞 → [𝐽, 𝒞], and thus Cone(𝐷) is exactly the comma category (Δ ↓ 𝐷).

4.2. Limits
Definition. A limit for a diagram 𝐷 of shape 𝐽 in 𝒞 is a terminal object in the category of
cones over 𝐷. Dually, a colimit for 𝐷 is an initial object in the category of cones under 𝐷.
A cone under a diagram is often called a cocone.

Remark. Using the fact that Cone(𝐷) = (Δ ↓ 𝐷) where Δ ∶ 𝒞 → [𝐽, 𝒞], the category 𝒞 has
limits for all diagrams of shape 𝐽 if and only if Δ has a right adjoint.
Example. (i) If 𝐽 is the empty category, there is a unique diagram 𝐷 of shape 𝐽 in any

category 𝒞. Thus, a cone over this diagram is just an object in 𝒞, and morphisms
of cones are just morphisms in 𝒞. In particular, Cone(𝐷) ≅ 𝒞, so a limit for 𝐷 is a
terminal object in 𝒞. Dually, a colimit of the empty diagram is an initial object.

(ii) Let 𝐽 be the discrete category with two objects. A diagram of shape 𝐽 in 𝒞 is thus a pair
of objects. A cone over this diagram is a span.

𝐶

𝐴 𝐵

A limit cone is precisely a categorical product 𝐴 × 𝐵.

𝐴 × 𝐵

𝐴 𝐵

𝜋1 𝜋2

Similarly, the colimit for a pair of objects is a categorical coproduct 𝐴 + 𝐵.
(iii) If 𝐽 is any discrete category, a diagram of shape 𝐽 is a family of objects 𝐴𝑗 in 𝒞 indexed

by the objects of 𝐽. Limits and colimits over this diagram are products and coproducts
of the 𝐴𝑗 .
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(iv) If 𝐽 is the category • ⇉ •, a diagram of shape 𝐽 is a parallel pair of morphisms 𝑓, 𝑔 ∶
𝐴 ⇉ 𝐵. A cone over such a parallel pair is

𝐶

𝐴 𝐵

ℎ 𝑘

𝑓

𝑔

satisfying 𝑓ℎ = 𝑘 = 𝑔ℎ. Equivalently, it is a morphism ℎ ∶ 𝐶 → 𝐴 satisfying 𝑓ℎ = 𝑔ℎ.
Thus, a limit is an equaliser, and dually, a colimit is a coequaliser.

(v) Let 𝐽 be the category
•

• •

A diagram of shape 𝐽 is thus a cospan in 𝒞.

𝐴

𝐵 𝐶
𝑓

𝑔

A cone over this diagram is
𝐷 𝐴

𝐵 𝐶
𝑓

𝑔

ℎ

ℓ
𝑘

where ℓ = 𝑓ℎ = 𝑔𝑘 is redundant. Thus a cone is a span that completes the commutat-
ive square. A limit for the cospan is the universal way to complete this commutative
square, which is called a pullback of 𝑓 and 𝑔. Dually, colimits of spans are called
pushouts.

If any category 𝒞 has binary products and equalisers, we can construct all pullbacks.
First, we construct the product𝐴×𝐵, thenwe form the equaliser of𝑓𝜋1, 𝑔𝜋2 ∶ 𝐴×𝐵 ⇉
𝐶. This yields the pullback.

(vi) Let 𝑀 be the two-element monoid {1, 𝑒} with 𝑒2 = 𝑒. A diagram of shape 𝑀 in a
category 𝒞 is an object of 𝒞 equipped with an idempotent endomorphism. A cone
over this diagram is a morphism 𝑓 ∶ 𝐵 → 𝐴 such that 𝑒𝑓 = 𝑓. A limit (respectively
colimit) is the monic (respectively epic) part of a splitting of 𝑒. This is because the pair
(𝑒, 1𝐴) has an equaliser if and only if 𝑒 splits.

(vii) Letℕ be the poset category of the natural numbers. A diagram of shapeℕ is a direct se-
quence of objects, which consists of objects 𝐴0, 𝐴1,… and morphisms 𝑓𝑖 ∶ 𝐴𝑖 → 𝐴𝑖+1.
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A colimit for this diagram is a direct limit, which consists of an object 𝐴∞ and morph-
isms 𝑔𝑖 ∶ 𝐴𝑖 → 𝐴∞ which are compatible with the 𝑓𝑖. Dually, an inverse sequence is
a diagram of shape ℕop, and a limit for this diagram is called an inverse limit. For ex-
ample, an infinite-dimensional CW-complex 𝑋 is the direct limit of its 𝑛-dimensional
skeletons in Top. The ring of 𝑝-adic integers is the limit of the inverse sequence
defined by 𝐴𝑛 = ℤ⟋𝑝𝑛ℤ in Rng.

Lemma. Let 𝒞 be a category.

(i) If 𝒞 has equalisers and all small products, then 𝒞 has all small limits.

(ii) If 𝒞 has equalisers and all finite products, then 𝒞 has all finite limits.

(iii) If 𝒞 has pullbacks and a terminal object, then 𝒞 has all finite limits.

Note that the empty product is implicitly included in (i) and (ii). A terminal object is a
product over no factors.

Proof. Parts (i) and (ii). We prove (i) and (ii) in the same way. We will first construct the
product 𝑃 of the 𝐷(𝑗) for each 𝑗 ∈ ob 𝐽. Then, we will use an equaliser to construct the
subobject 𝐸 of 𝑃 that simultaneously satisfies all of the equations required for 𝐸 to be the
apex of a cone. The fact that we have used an equaliser will show that this is a limit cone.

Let 𝐷 ∶ 𝐽 → 𝒞 be a diagram. We form the products

𝑃 = ∏
𝑗∈ob 𝐽

𝐷(𝑗); 𝑄 = ∏
𝛼∈mor 𝐽

𝐷(cod𝛼)

These are small or finite as required. Using the universal property of the product on 𝑄, we
have morphisms 𝑓, 𝑔 ∶ 𝑃 ⇉ 𝑄 defined by

𝜋𝛼𝑓 = 𝜋cod𝛼 ∶ 𝑃 → 𝐷(cod𝛼); 𝜋𝛼𝑔 = 𝐷(𝛼)𝜋dom𝛼 ∶ 𝑃 → 𝐷(cod𝛼)

For 𝛼 ∶ 𝑗 → 𝑗′ in 𝐷, these morphisms are represented by

𝑃 𝑄 𝑃 𝑄

𝐷(𝑗′) 𝐷(𝑗) 𝐷(𝑗′)

𝜋𝑗

𝐷(𝛼)

𝜋𝛼

𝑔𝑓

𝜋𝛼𝜋𝑗′

Let 𝑒 ∶ 𝐸 → 𝑃 be an equaliser for 𝑓 and 𝑔, and define 𝜆𝑗 = 𝜋𝑗𝑒 ∶ 𝐸 → 𝐷(𝑗). Then for each
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𝛼 ∶ 𝑗 → 𝑗′, the following diagram commutes.

𝐸

𝑃

𝐷(𝑗) 𝐷(𝑗′)

𝜋𝑗

𝐷(𝛼)

𝜋𝑗′

𝑒 𝜆𝑗′𝜆𝑗

Therefore, these morphisms form a cone. Given any cone (𝐴, (𝜇𝑗)𝑗∈ob 𝐽) over 𝐷, we have a
unique 𝜇 ∶ 𝐴 → 𝑃 with 𝜋𝑗𝜇 = 𝜇𝑗 for all 𝑗. Then,

𝜋𝛼𝑓𝜇 = 𝜇cod𝛼 = 𝐷(𝛼)𝜇dom𝛼 = 𝜋𝛼𝑔𝜇

for all 𝛼, so 𝜇 factors uniquely through 𝑒.

Part (iii). We show that the hypotheses of (iii) imply those of (ii). If 1 is the terminal object,
we form the pullback of the span

𝐴

𝐵 1

This has the universal property of the product 𝐴 × 𝐵, so 𝒞 has binary products and hence
all finite products by induction. To construct the equaliser of 𝑓, 𝑔 ∶ 𝐴 ⇉ 𝐵, we consider the
pullback of

𝐴

𝐴 𝐴 × 𝐵
(1𝐴,𝑓)

(1𝐴,𝑔)

Any cone over this diagram has its two legs 𝐶 ⇉ 𝐴 equal, so a pullback is an equaliser for
𝑓, 𝑔.

Definition. A category is called complete if it has all small limits, and cocomplete if it has
all small colimits.

Example. The categories Set,Gp,Top are complete and cocomplete.

4.3. Preservation and creation
Definition. Let 𝐺 ∶ 𝒟 → 𝒞 be a functor. We say that 𝐺

(i) preserves limits of shape 𝐽 if whenever 𝐷 ∶ 𝐽 → 𝒟 is a diagram with limit cone
(𝐿, (𝜆𝑗)𝑗∈ob 𝐽), the cone (𝐺𝐿, (𝐺𝜆𝑗)𝑗∈ob 𝐽) is a limit for 𝐺𝐷;
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(ii) reflects limits of shape 𝐽 if whenever 𝐷 ∶ 𝐽 → 𝒟 is a diagram and (𝐿, (𝜆𝑗)𝑗∈ob 𝐽) is a
cone such that (𝐺𝐿, (𝐺𝜆𝑗)𝑗∈ob 𝐽) is a limit for 𝐺𝐷, then (𝐿, (𝜆𝑗)𝑗∈ob 𝐽) is a limit for 𝐷;

(iii) creates limits of shape 𝐽 ifwhenever𝐷 ∶ 𝐽 → 𝒟 is a diagramwith limit cone (𝑀, (𝜇𝑗)𝑗∈ob 𝐽)
for 𝐺𝐷 in 𝒞, there exists a cone (𝐿, (𝜆𝑗)𝑗∈ob 𝐽) over 𝐷 such that (𝐺𝐿, (𝐺𝜆𝑗)𝑗∈ob 𝐽) ≅
(𝑀, (𝜇𝑗)𝑗∈ob 𝐽) in Cone(𝐺𝐷), and any such cone is a limit for 𝐷.

We typically assume in (i) that𝒟 has all limits of shape 𝐽, and we assume in (ii) and (iii) that
𝒞 has all limits of shape 𝐽. With these assumptions, 𝐺 creates limits of shape 𝐽 if and only if
𝐺 preserves and reflects limits, and𝒟 has all limits of shape 𝐽.

Corollary. In any of the statements of the previous lemma, we can replace both instances
of ‘𝒞 has’ by either ‘𝒟 has and 𝐺 ∶ 𝒟 → 𝒞 preserves’ or ‘𝒞 has and 𝐺 ∶ 𝒟 → 𝒞 creates’.

Example. (i) The forgetful functor 𝑈 ∶ Gp → Set creates all small limits. It does not
preserve colimits, as in particular it does not preserve coproducts.

(ii) The forgetful functor 𝑈 ∶ Top→ Set preserves all small limits and colimits, but does
not reflect them, as we can retopologise the apex of a limit cone.

(iii) The inclusion AbGp → Gp reflects coproducts, but does not preserve them. A free
product of two groups 𝐺,𝐻 is always nonabelian, except for the case where either 𝐺
or𝐻 is the trivial group, but the coproduct of the trivial group with𝐻 is isomorphic to
𝐻 in both categories.

Lemma. Suppose𝒟 has limits of shape 𝐽. Then, for any 𝒞, the functor category [𝒞,𝒟] also
has limits of shape 𝐽, and the forgetful functor [𝒞,𝒟] → 𝒟ob𝒞 creates them.

Proof. Given a diagram 𝐷 ∶ 𝐽 → [𝒞,𝒟], we can regard it as a functor 𝐷 ∶ 𝐽 × 𝒞 → 𝒟,
so for a fixed object in 𝒞, we obtain a diagram 𝐷(−,𝐴) of shape 𝐽 in 𝒟, which has a limit
(𝐿𝐴, (𝜆𝑗,𝐴)𝑗∈ob 𝐽). Given any 𝑓 ∶ 𝐴 → 𝐵 in 𝒞, the composites

𝐿𝐴 𝐷(𝑗, 𝐴) 𝐷(𝑗, 𝐵)
𝜆𝑗,𝐴 𝐷(𝑗,𝑓)

form a cone over 𝐷(−, 𝐵), and so factor uniquely through its limit 𝐿𝐵. Thus we obtain 𝐿𝑓 ∶
𝐿𝐴 → 𝐿𝐵. This is functorial because 𝐿𝑓 is unique with this property. This is the unique
lifting of (𝐿𝐴)𝐴∈ob𝒞 to an object of [𝒞,𝒟]whichmakes the 𝜆𝑗,− into natural transformations.
It is a limit cone in [𝒞,𝒟]: given any cone in [𝒞,𝒟] with apex 𝑀 and legs (𝜇𝑗,−)𝑗∈ob 𝐽 over
𝐷, the 𝜇𝑗,𝐴 form a cone over 𝐷(−,𝐴), so we obtain a unique 𝜈𝐴 ∶ 𝑀𝐴 → 𝐿𝐴 such that
𝜆𝑗,𝐴𝜈𝐴 = 𝜇𝑗,𝐴 for all 𝐴. The 𝜈𝐴 form a natural transformation 𝑀 → 𝐿, because for any
𝑓 ∶ 𝐴 → 𝐵 in 𝒞, the two paths 𝜈𝐵(𝑀𝑓), (𝐿𝑓)𝜈𝐴 ∶ 𝑀𝐴 ⇉ 𝐿𝐵 are factorisations of the same
cone over 𝐷(−, 𝐵) through its limit, so must be equal.
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Remark. Note that 𝑓 ∶ 𝐴 → 𝐵 is monic if and only if

𝐴 𝐴

𝐴 𝐵

1𝐴

𝑓1𝐴

𝑓

is a pullback square. Thus, if𝒟 has pullbacks, any monomorphism in [𝒞,𝒟] is a pointwise
monomorphism, because the pullback in [𝒞,𝒟] is constructed pointwise by the previous
lemma.

4.4. Interaction with adjunctions
Lemma. Let 𝐺 ∶ 𝒟 → 𝒞 be a functor with a left adjoint. Then 𝐺 preserves all limits which
exist in𝒟.

Proof 1. In this proof, we will assume that 𝒞,𝒟 both have all limits of shape 𝐽. If 𝐹 ⊣ 𝐺,
then the diagram

𝒞 𝒟

[𝐽, 𝒞] [𝐽,𝒟]

𝐹

Δ Δ

[𝐽,𝐹]

commutes. All of the functors in this diagram have right adjoints, so the diagram

𝒞 𝒟

[𝐽, 𝒞] [𝐽,𝒟]
lim𝐽

𝐺

[𝐽,𝐺]

lim𝐽

commutes up to natural isomorphism, where lim𝐽 sends a diagram of shape 𝐽 to the apex of
its limit cone. But this is exactly the statement that 𝐺 preserves limits.

Proof 2. In this proof, we will not assume that 𝒞 has limits of any kind, and only assume
a single diagram 𝐷 ∶ 𝐽 → 𝒟 has a limit cone (𝐿, (𝜆𝑗)𝑗∈ob 𝐽) over it. Given any cone over
𝐺𝐷 with apex 𝐴 and legs 𝜇𝑗 ∶ 𝐴 → 𝐺𝐷(𝑗), the legs correspond under the adjunction to
morphisms 𝜇𝑗 ∶ 𝐹𝐴 → 𝐷(𝑗), which form a cone over 𝐷 by naturality of the adjunction.
We obtain a unique factorisation 𝜇 ∶ 𝐹𝐴 → 𝐿 with 𝜆𝑗𝜇 = 𝜇𝑗 for all 𝑗, or equivalently,
(𝐺𝜆𝑗)𝜇 = 𝜇𝑗 , where 𝜇 ∶ 𝐴 → 𝐺𝐿 corresponds to 𝜇 under the adjunction.

Suppose that 𝒟 has and 𝐺 ∶ 𝒟 → 𝒞 preserves all limits. The adjoint functor theorems say
that 𝐺 has a left adjoint, under various assumptions.
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Lemma. Suppose that𝒟 has and𝐺 ∶ 𝒟 → 𝒞 preserves limits of shape 𝐽. Then for any 𝐴 ∈
ob𝒞, the category (𝐴 ↓ 𝐺) has limits of shape 𝐽, and the forgetful functor 𝑈 ∶ (𝐴 ↓ 𝐺) → 𝒟
creates them.

Proof. Let 𝐷 ∶ 𝐽 → (𝐴 ↓ 𝐺) be a diagram. We write each 𝐷(𝑗) as (𝑈𝐷(𝑗), 𝑓𝑗) where 𝑓𝑗 ∶
𝐴 → 𝐺𝑈𝐷(𝑗). Let (𝐿, (𝜆𝑗)𝑗∈ob 𝐽) be a limit for𝑈𝐷 in𝒟. By assumption, (𝐺𝐿, (𝐺𝜆𝑗)𝑗∈ob 𝐽) is a
limit for𝐺𝑈𝐷 in 𝒞. But the edges of𝐷 are morphisms in (𝐴 ↓ 𝐺), so the 𝑓𝑗 form a cone over
𝐺𝑈𝐷. Thus, we obtain a unique factorisation 𝑓 ∶ 𝐴 → 𝐺𝐿 such that (𝐺𝜆𝑗)𝑓 = 𝑓𝑗 for all 𝑗.
In other words, we have a unique lifting of 𝐿 to an object (𝐿, 𝑓) of (𝐴 ↓ 𝐺) which makes the
𝜆𝑗 into a cone over 𝐷 with apex (𝐿, 𝑓). Any cone over 𝐷 with apex (𝑀, 𝑔) becomes a cone
over 𝑈𝐷 with apex𝑀 by forgetting the structure map, so we get a unique ℎ ∶ 𝑀 → 𝐿, and
this becomes a morphism in (𝐴 ↓ 𝐺) as both (𝐺ℎ)𝑔 and 𝑓 are factorisations through 𝐿 of the
same cone over 𝑈𝐷.

Lemma. Let 𝒞 be a category. Specifying an initial object of 𝒞 is equivalent to specifying a
limit for the identity functor 1𝒞 ∶ 𝒞 → 𝒞, considered as a diagram of shape 𝒞 in 𝒞.

Proof. First, suppose we have an initial object 𝐼 in 𝒞. Then the unique morphisms 𝐼 → 𝐴
form a cone over 1𝒞 , and it is a limit, because for any other cone (𝐵, (𝜆𝐴 ∶ 𝐵 → 𝐴)), then 𝜆𝐼
is the unique factorisation as required. Conversely, suppose (𝐼, (𝜆𝐴 ∶ 𝐼 → 𝐴)) is a limit for
1𝒞 . Then certainly 𝐼 is weakly initial: it has at least one morphism to any other object, given
by 𝜆𝐴. For any morphism 𝑓 ∶ 𝐼 → 𝐴, it is an edge of the diagram, so 𝑓𝜆𝐼 = 𝜆𝐴, so it suffices
to show that 𝜆𝐼 is the identity morphism. Using the same equation with 𝑓 = 𝜆𝐴, we obtain
𝜆𝐴𝜆𝐼 = 𝜆𝐴, so 𝜆𝐼 is a factorisation of the limit cone through itself. As this factorisation must
be unique, we must have 𝜆𝐼 = 1𝐼 .

Proposition (primitive adjoint functor theorem). If 𝒟 has and 𝐺 ∶ 𝒟 → 𝒞 preserves all
limits, then 𝐺 has a left adjoint.

Proof. The categories (𝐴 ↓ 𝐺) have all limits, and in particular they have initial objects, so
𝐺 has a left adjoint.

4.5. General adjoint functor theorem
Theorem (general adjoint functor theorem). Suppose𝒟 is complete and locally small. Then
a functor𝐺 ∶ 𝒟 → 𝒞 has a left adjoint if and only if𝐺 preserves small limits and satisfies the
solution-set condition: given any 𝐴 ∈ ob𝒞, there is a set {𝑓𝑖 ∶ 𝐴 → 𝐺𝐵𝑖}𝑖∈𝐼 such that every
𝑓 ∶ 𝐴 → 𝐺𝐵 factors as

𝐴 𝐺𝐵𝑖 𝐺𝐵𝑓𝑖 𝐺𝑔

for some 𝑖 ∈ 𝐼 and 𝑔 ∶ 𝐵𝑖 → 𝐵. This set 𝐼 is called a solution-set at 𝐴.
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The solution-set condition can be equivalently phrased as the assertion that the categories
(𝐴 ↓ 𝐺) all have weakly initial sets of objects: every object of (𝐴 ↓ 𝐺) admits a morphism
from a member of the solution set.

Proof. If 𝐹 ⊣ 𝐺, then 𝐺 preserves all limits that exist in its domain, so in particular it pre-
serves small limits, and {𝜂𝐴 ∶ 𝐴 → 𝐺𝐹𝐴} is a solution-set at 𝐴 for any 𝐴. Now suppose
𝐴 ∈ ob𝒞. Then (𝐴 ↓ 𝐺) is complete, and is locally small as morphisms (𝐵, 𝑓) → (𝐵′, 𝑓′) in
(𝐴 ↓ 𝐺) are a subset of𝒟(𝐵, 𝐵′). We must then show that if 𝒜 is complete and locally small
and has a weakly initial set of objects {𝑆 𝑖 ∣ 𝑖 ∈ 𝐼}, then it has an initial object; then, setting
𝒜 = (𝐴 ↓ 𝐺) and using the solution-set as the weakly initial set, the result follows.
First, we form the product 𝑃 = ∏𝑖∈𝐼 𝑆 𝑖. The set {𝑃} is weakly initial since we have morph-
isms 𝜋𝑖 ∶ 𝑃 → 𝑆 𝑖 for all 𝑖. Now consider the diagram 𝑃 ⇉ 𝑃 whose edges are all endomorph-
isms of 𝑃. By assumption, let 𝑖 ∶ 𝐼 → 𝑃 be a limit for this diagram; this is an equaliser over
a family of morphisms. Then 𝐼 is weakly initial. For a parallel pair 𝑓, 𝑔 ∶ 𝐼 ⇉ 𝐶, we have an
equaliser 𝑒 ∶ 𝐸 → 𝐼, and can choose some ℎ ∶ 𝑃 → 𝐸. Thenwe have the endomorphisms 𝑖𝑒ℎ
and 1𝑃 of 𝑃. Thus 𝑖𝑒ℎ𝑖 = 1𝑃𝑖 = 𝑖, but 𝑖 is monic, so 𝑒ℎ𝑖 = 1𝐼 . Hence 𝑒 is a split epimorphism,
and hence 𝑓 = 𝑔.

Example. (i) Consider the forgetful functor 𝑈 ∶ Gp → Set. Note that Gp is complete
and locally small, and 𝑈 creates small limits so in particular it preserves them. Given
a set 𝐴, any function 𝑓 ∶ 𝐴 → 𝑈𝐺 can be factored as

𝐴 𝑈𝐺′ 𝑈𝐺

where𝐺′ is the subgroup generated by {𝑓(𝑎) ∣ 𝑎 ∈ 𝐴}. Note that the cardinality of𝐺′ is
at most max(ℵ0, |𝐴|), so we can fix a set 𝐵 of this cardinality and consider all possible
subsets of 𝐵, all possible group structures on those sets, and all possible functions𝐴 →
𝐵′; these form a solution-set at 𝐴. Hence, free groups exist. Note that the cardinality
bound on𝐺′ requiresmost of the technology needed to explicitly construct free groups.

(ii) Let CLat be the category of complete lattices. The forgetful functor 𝑈 ∶ CLat →
Set creates all small limits; this can be seen in the same way as was shown with the
forgetful functor Gp → Set. In 1964, A. Hales proved that there are arbitrarily large
complete lattices with only three generators. Hence 𝑈 has no solution set at 𝐴 =
{𝑎, 𝑏, 𝑐}. Note that 𝑈 is representable, or equivalently, (1 ↓ 𝑈) has an initial object. If
CLat had all coproducts, we would be able to form initial objects for (𝐴 ↓ 𝑈), as every
set is a coproduct of singletons. But CLat does not have even finite coproducts.

4.6. Special adjoint functor theorem
Definition. Let 𝐴 ∈ ob𝒞. A subobject of 𝐴 is a monomorphism with codomain 𝐴; dually,
a quotient of 𝐴 is an epimorphism with domain 𝐴. The subobjects of 𝐴 in 𝒞 form a preorder
Sub𝒞(𝐴) by setting 𝑚 ≤ 𝑚′ when 𝑚 factors through 𝑚′. 𝒞 is well-powered if Sub𝒞(𝐴) is
equivalent to a (small) poset for any 𝐴. Dually, we say 𝒞 is well-copowered.

42



4. Limits

Example. Set is well-powered, since every monomorphism is isomorphic to a subset inclu-
sion; the power-set axiom encodes this fact. Set is also well-copowered, because quotients
correspond to equivalence relations up to isomorphism, there is only a set of equivalence
relations on a given object 𝐴.
Lemma. Let

𝑃 𝐴

𝐵 𝐶

ℎ

𝑓𝑘

𝑔

be a pullback square where 𝑓 is monic. Then 𝑘 is also monic.
Informally, monomorphisms are stable under pullback.

Proof. Let ℓ,𝑚 ∶ 𝐷 ⇉ 𝑃 be such that 𝑘ℓ = 𝑘𝑚. Then 𝑓ℎ𝑙 = 𝑔𝑘ℓ = 𝑔𝑘𝑚 = 𝑓ℎ𝑚, but 𝑓 is a
monomorphism, so ℎ𝑙 = ℎ𝑚.

𝐷

𝑃 𝐴

𝐵 𝐶

ℎ

𝑓𝑘

𝑔

ℓ

𝑚

So ℓ and𝑚 are both factorisations of (ℎℓ, 𝑘ℓ) through the pullback, so ℓ = 𝑚.

Theorem. Let 𝒞,𝒟 be locally small, and suppose that 𝒟 is complete, well-powered, and
has a coseparating set. Then a functor 𝐺 ∶ 𝒟 → 𝒞 preserves all small limits if and only if it
has a left adjoint.

Proof. As above, any functor with a left adjoint preserves all limits that exist. For the other
direction, fix an object 𝐴 and consider the category (𝐴 ↓ 𝐺), which is complete and locally
small. Note that the forgetful functor (𝐴 ↓ 𝐺) → 𝒟 preserves monomorphisms, because
it preserves pullbacks. Thus, one can show that (𝐴 ↓ 𝐺) is well-powered, because the su-
bobjects of a given object (𝐵, 𝑓) are the monomorphisms 𝑚 ∶ 𝐵′ → 𝐵 for which 𝑓 factors
through 𝐺𝑚. If {𝑆 𝑖}𝑖∈𝐼 is a coseparating set for𝒟, we have a coseparating set for (𝐴 ↓ 𝐺) by
taking the set of all 𝑓 ∶ 𝐴 → 𝐺𝑆 𝑖 with 𝑖 ∈ 𝐼; this is a set by local smallness. This is cosep-
arating, because given ℎ, 𝑘 ∶ (𝐵, 𝑔) ⇉ (𝐵′, 𝑔′) with ℎ ≠ 𝑘, there is a morphism ℓ ∶ 𝐵′ → 𝑆 𝑖
with ℓℎ ≠ ℓ𝑘, and ℓ is a morphism (𝐵′, 𝑔′) → (𝑆 𝑖, (𝐺ℓ)𝑔′) in (𝐴 ↓ 𝐺).
It remains to show that there is an initial object in a category𝒜 if it is complete, locally small,
well-powered, and has a coseparating set {𝑆 𝑖}𝑖∈𝐼 . First, we form the product

𝑃 =∏
𝑖∈𝐼

𝑆 𝑖
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and consider the diagram
• ⋯ •

𝑃
whose edges are representative monomorphisms for each isomorphism class of subobjects
of 𝑃. Let 𝐼 be the apex of a limit cone for this ‘wide pullback’. The legs of the cone are
monomorphisms, using the same argument as was described for pullbacks. In particular,
the compositemaps 𝐼 → 𝑃 aremonomorphisms, so 𝐼 is a subobject of 𝑃. But by construction,
it factors through every subobject of 𝑃, so is a minimal subobject of 𝑃.
It remains to show that 𝐼 is initial. Note that if 𝑓, 𝑔 ∶ 𝐼 ⇉ 𝐴were different monomorphisms,
their equaliser 𝑒 ∶ 𝐸 → 𝐼 would yield a subobject of 𝑃 contained in 𝐼 → 𝑃, so it would be an
isomorphism, giving 𝑓 = 𝑔. For an arbitrary object 𝐴 ∈ ob𝒜, form the product

𝑄 = ∏
(𝑖,𝑓)

𝑆 𝑖; 𝑓 ∶ 𝐴 → 𝑆 𝑖

and define 𝑔 ∶ 𝐴 → 𝑄 by
𝜋(𝑖,𝑓)𝑔 = 𝑓

As the 𝑆 𝑖 form a coseparating family, 𝑔 is a monomorphism. Thus 𝐴 is a subobject of 𝑄 by 𝑔.
There is a map ℎ ∶ 𝑃 → 𝑄 defined by

𝜋(𝑖,𝑓)ℎ = 𝜋𝑖

Thus we can form the pullback
𝐵 𝐴

𝑃 𝑄
𝑔𝑘

ℎ

where 𝑘 is amonomorphism as it is the pullback of amonomorphism. Hence𝐵 is a subobject
of 𝑃, and thus factors through 𝐼.

𝐼 𝐵

𝑃
𝑘

Hence, we have a morphism 𝐼 → 𝐴 by composition.

Example. Let 𝐼 ∶ KHaus → Top be the inclusion functor. KHaus is closed under small
products in Top by Tychonoff’s theorem, and is closed under equalisers since the equaliser
of 𝑓, 𝑔 ∶ 𝑋 ⇉ 𝑌 is a closed subspace of 𝑋 , and thus is compact and Hausdorff. Hence
KHaus is complete, and the inclusion preserves small limits. It is clearly locally small and
well-powered, since the subobjects of 𝑋 are isomorphic to closed subspaces. It has a single
coseparator, namely [0, 1], by Urysohn’s lemma. Hence, by the special adjoint functor the-
orem, 𝐼 has a left adjoint 𝛽, which is the Stone–Čech compactification functor.
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Remark. Čech’s construction of 𝛽 is almost identical to the construction of left adjoints given
above. Given a space 𝑋 , one can form

𝑃 = ∏
𝑓∶𝑋→[0,1]

[0, 1]; 𝑔 ∶ 𝑋 → 𝑃; 𝜋𝑓𝑔 = 𝑓

which is the product of themembers of coseparating set for (𝑋 ↓ 𝐼). Then, 𝛽𝑋 can be defined
to be the closure of the image of 𝑔, that is, the smallest subobject of (𝑃, 𝑔) in (𝑋 ↓ 𝐼).
The general adjoint functor theorem can also be used to construct 𝛽. To obtain a solution-set
at a space 𝑋 , observe that any morphism from 𝑋 to a compact Hausdorff space 𝐼𝑌 factors as
𝑋 → 𝐼𝑌 ′ → 𝐼𝑌 where 𝑌 ′ is the closure of 𝑋 ′ = {𝑓(𝑥) ∣ 𝑥 ∈ 𝑋}. One can show that if 𝑌 ′ is
Hausdorff and 𝑋 ′ is dense in 𝑌 ′, then |𝑌 ′| ≤ 22

||𝑋′|| .
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5. Monads
5.1. Definition
Suppose 𝐹 ⊣ 𝐺 is an adjunction with 𝐹 ∶ 𝒞 → 𝒟 and 𝐺 ∶ 𝒟 → 𝒞, where 𝒞 is a well-
understood category, but 𝒟 is not. We can study 𝒟 indirectly inside the context of 𝒞 by
using the adjunction. We have the composite 𝑇 = 𝐺𝐹 ∶ 𝒞 → 𝒞, and we have the unit
𝜂 ∶ 1𝒞 → 𝑇. The counit is not directly accessible from 𝒞, but we have 𝜇 = 𝐺𝜖𝐹 ∶ 𝑇2 → 𝑇.
The triangular identities give rise to identities linking 𝜂 and 𝜇.

𝑇 𝑇2

𝑇

𝑇𝜂

𝜇
1𝑇

𝑇 𝑇2

𝑇

𝜂𝑇

𝜇
1𝑇

In addition, naturality of 𝜖 gives
𝑇3 𝑇2

𝑇2 𝑇

𝑇𝜇

𝜇𝜇𝑇

𝜇

Definition. A monad on a category 𝒞 is a triple 𝕋 = (𝑇, 𝜂, 𝜇) where 𝑇 is a functor 𝒞 → 𝒞,
and 𝜂 ∶ 1𝒞 → 𝑇 and 𝜇 ∶ 𝑇2 → 𝑇 are natural transformations satisfying the following
commutative diagrams.

𝑇 𝑇2

𝑇

𝑇𝜂

𝜇
1𝑇

𝑇 𝑇2

𝑇

𝜂𝑇

𝜇
1𝑇

𝑇3 𝑇2

𝑇2 𝑇

𝑇𝜇

𝜇𝜇𝑇

𝜇

𝜂 is the unit of the monad, and 𝜇 is themultiplication of the monad.

The dual notion is called a comonad.

Example. (i) Let 𝑀 be a monoid. The functor 𝑀 × (−) ∶ Set → Set has a monad
structure. The unit 𝜂𝐴 ∶ 𝐴 → 𝑀 × 𝐴 maps each 𝑎 to (1, 𝑎), and the multiplication
𝜇𝐴 ∶ 𝑀 ×𝑀 × 𝐴 → 𝑀 × 𝐴maps (𝑚,𝑚′, 𝑎) to (𝑚𝑚′, 𝑎). These maps are natural. The
required commutative diagrams encode precisely the left and right unit laws and the
associativity law of a monoid. In fact, monoids correspond precisely to monads on Set
whose underlying functors have right adjoints.

(ii) Let 𝑃 ∶ Set → Set be the covariant power-set functor. This can be given a monad
structure. The unit 𝜂𝐴 ∶ 𝐴 → 𝑃𝐴 maps 𝑎 to its singleton {𝑎}, and the multiplication
𝜇𝐴 ∶ 𝑃𝑃𝐴 → 𝑃𝐴 is the union operation mapping 𝑆 to⋃𝑆. One can check that the
required laws are satisfied.
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These examples both arise as a result of adjunctions. Example (a) arises from the free𝑀-set
functor 𝐹 ∶ Set→ [𝑀, Set] and the forgetful functor𝑈 ∶ [𝑀, Set] → Set, where 𝐹 ⊣ 𝑈 . For
example (b), there is a forgetful functor 𝑈 ∶ CSLat → Set from the category of complete
(join-)semilattices. This has a left adjoint 𝑃 ∶ Set → CSLat, which is the free complete
semilattice on 𝐴. Indeed, given any 𝑓 ∶ 𝐴 → 𝑈𝐵, there is a unique extension of 𝑓 to a
join-preserving map 𝑓 ∶ 𝑃𝐴 → 𝐵 given by

𝑓(𝐴′) = ⋁{𝑓(𝑎′) ∣ 𝑎′ ∈ 𝐴′}

Note that an𝑀-set is a set𝐴 equippedwith amap𝛼 ∶ 𝑀×𝐴 → 𝐴, and a complete semilattice
is a set 𝐴 equipped with a map⋁ ∶ 𝑃𝐴 → 𝐴. So the elements of the other category can be
defined in terms of the monad.

This holds in general: every monad arises from an adjunction. We present two construc-
tions.

5.2. Eilenberg–Moore algebras
Definition. Let 𝕋 = (𝑇, 𝜂, 𝜇) be a monad on 𝒞. An Eilenberg–Moore algebra or 𝕋-algebra is
a pair (𝐴, 𝛼) where 𝐴 is an object in 𝒞, and 𝛼 ∶ 𝑇𝐴 → 𝐴 is a morphism satisfying

𝐴 𝑇𝐴

𝐴

𝜂𝐴

𝛼
1𝐴

𝑇2𝐴 𝑇𝐴

𝑇𝐴 𝐴

𝑇𝛼

𝛼𝜇𝐴

𝛼

A homomorphism of algebras 𝑓 ∶ (𝐴, 𝛼) → (𝐵, 𝛽) is a morphism 𝑓 ∶ 𝐴 → 𝐵 such that the
following diagram commutes.

𝑇𝐴 𝑇𝐵

𝐴 𝐵

𝑇𝑓

𝛽𝛼

𝑓

This forms a category of 𝕋-algebras, denoted 𝒞𝕋.
Proposition. The forgetful functor 𝐺𝕋 ∶ 𝒞𝕋 → 𝒞 has a left adjoint 𝐹𝕋, and the adjunction
𝐹𝕋 ⊣ 𝐺𝕋 induces the monad 𝕋 on 𝒞.

Proof. We define the free algebra of an object 𝐴 to be 𝐹𝕋𝐴 = (𝑇𝐴, 𝜇𝐴). This defines an
algebra structure on𝑇𝐴 for every𝐴 by themonad laws. For 𝑓 ∶ 𝐴 → 𝐵, we define𝐹𝕋𝑓 = 𝑇𝑓;
this is a homomorphism by naturality of 𝜇. This is functorial as 𝑇 is functorial.

We have 𝐺𝕋𝐹𝕋 = 𝑇. For the unit of the adjunction, we use the unit of the monad 𝜂. For the
counit, we define

𝜇(𝐴,𝛼) = 𝛼 ∶ 𝐹𝕋𝐴 → (𝐴, 𝛼)
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This is a homomorphism by the definition of an algebra, and it is a natural transformation by
the definition of homomorphisms of algebras. It suffices to verify the triangular identities,
which follows from the remaining unused diagrams. One can check that the multiplication
induced by this monad is equal to that of 𝕋.

5.3. Kleisli categories

If 𝐹 ⊣ 𝐺 with 𝐹 ∶ 𝒞 → 𝒟 and 𝐺 ∶ 𝒟 → 𝒞 is an adjunction inducing 𝕋, then 𝐹′ ⊣ 𝐺′ with
𝐹′ ∶ 𝒞 → 𝒟′ and𝐺′ ∶ 𝒟′ → 𝒞, where𝒟′ is the full subcategory of𝒟 on objects in the image
of 𝐹. Thus, when finding a construction for𝒟, we can assume that 𝐹 is surjective (or, indeed,
bijective) on objects. Then, the morphisms 𝐹𝐴 → 𝐹𝐵 must correspond to morphisms 𝐴 →
𝐺𝐹𝐵 under the adjunction, but 𝐺𝐹 = 𝑇.

Definition. Let 𝕋 = (𝑇, 𝜇, 𝜂) be a monad on 𝒞. The Kleisli category 𝒞𝕋 is the category
where the objects are precisely the objects of 𝒞, and the morphisms from 𝐴 to 𝐵 in 𝒞𝕋 are
the morphisms 𝐴 → 𝑇𝐵 in 𝒞. To avoid confusion, we will denote morphisms from 𝐴 to 𝐵 in
this category by 𝐴 ⤑ 𝐵. The identity 𝐴 ⤑ 𝐴 is 𝜂𝐴 ∶ 𝐴 → 𝑇𝐴. The composite of

𝐴 𝐵 𝐶𝑓 𝑔

is

𝐴 𝑇𝐵 𝑇2𝐶 𝑇𝐶𝑓 𝑇𝑔 𝜇𝐶

These satisfy the unit and associativity laws.

𝐴 𝑇𝐵 𝑇2𝐵

𝑇𝐵

𝑓 𝑇𝜂𝐵

𝜇𝐵1𝑇𝐵

𝐴 𝑇𝐴

𝑇𝐵 𝑇2𝐵

𝑇𝐵

𝜂𝐴

𝑇𝑓

𝜇𝐵

𝑓
𝜂𝑇𝐵

1𝑇𝐵

𝐴 𝑇𝐵 𝑇2𝐶 𝑇3𝐷 𝑇2𝐷

𝑇𝐶 𝑇2𝐷 𝑇𝐷

𝑓 𝑇𝑔 𝑇2ℎ 𝑇𝜇𝐷

𝜇𝐷𝜇𝑇𝐷

𝜇𝐷

𝜇𝐶

𝑇ℎ

where in the last diagram, the upper composite is (ℎ𝑔)𝑓 and the lower composite is ℎ(𝑔𝑓) in
𝒞𝕋.

Proposition. There is an adjunction 𝐹𝕋 ⊣ 𝐺𝕋 where 𝐹𝕋 ∶ 𝒞 → 𝒞𝕋 and 𝐺𝕋 ∶ 𝒞𝕋 → 𝒞 that
induces the monad 𝕋.
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Proof. We define 𝐹𝕋𝐴 = 𝐴, and for 𝑓 ∶ 𝐴 → 𝐵, define 𝐹𝕋𝑓 = 𝜂𝐵𝑓. This preserves identities
as 1𝐹𝕋𝐴 = 𝜂𝐴, and preserves composites since

𝐴 𝐵 𝑇𝐵 𝑇2𝐶

𝐶 𝑇𝐶 𝑇𝐶

𝑓 𝜂𝐵

𝑇𝑔
𝑇𝜂𝐶 𝜇𝐶

1𝑇𝐶

𝑔
𝜂𝐶

commutes. For 𝐺𝕋, we define 𝐺𝕋𝐴 = 𝑇𝐴, and for 𝑓 ∶ 𝐴 ⤑ 𝐵, we define 𝐺𝕋𝑓 to be the
composite

𝑇𝐴 𝑇2𝐵 𝑇𝐵𝑇𝑓 𝜇𝐵

Note that 𝐺𝕋 preserves identities by the unit law and preserves composites as

𝑇𝐴 𝑇2𝐵 𝑇3𝐶 𝑇2𝐶

𝑇𝐵 𝑇2𝐶 𝑇𝐶

𝑇𝑓 𝑇2𝑔 𝑇𝜇𝐶

𝜇𝐶𝜇𝑇𝐶

𝜇𝐶

𝜇𝐵

𝑇𝑔

commutes. Then𝐺𝕋 is a functor, and𝐺𝕋𝐹𝕋 = 𝑇. The unit of the adjunction is the unit of the
monad 𝜂. For the counit 𝜖𝐴 ∶ 𝑇𝐴 = 𝐹𝕋𝐺𝕋𝐴 ⤑ 𝐴, we use the identity 1𝑇𝐴. This is natural,
as given 𝑓 ∶ 𝐴 ⤑ 𝐵, the diagram

𝑇𝐴 𝑇𝐵

𝐴 𝐵

𝐹𝕋𝐺𝕋𝑓

𝜖𝐵𝜖𝐴

𝑓

commutes, as the paths are

𝑇𝐴 𝑇2𝐵 𝑇𝐵 𝑇2𝐵 𝑇𝐵𝑇𝑓 𝜇𝐵 𝜂𝑇𝐵 𝜇𝐵

and

𝑇𝐴 𝑇2𝐵 𝑇𝐵𝑇𝑓 𝜇𝐵

which coincide. One can show that both triangular identities reduce to a unit law. It suffices
to verify that the multiplication of the induced monad is correct. The multiplication law is
𝐺𝕋𝜖𝐹𝕋𝐴, which is

𝑇2𝐴 𝑇2𝐴 𝑇𝐴𝑇1𝑇𝐴 𝜇𝐴

which is equal to 𝜇𝐴, as required.
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5.4. Comparison functors
Definition. Let 𝕋 = (𝑇, 𝜂, 𝜇) be a monad on 𝒞. Then Adj(𝕋) is the category of adjunctions
𝐹 ⊣ 𝐺which induce𝕋, where themorphisms𝐹 ⊣ 𝐺 to𝐹′ ⊣ 𝐺′ are the functors𝐾 ∶ 𝒟 → 𝒟′

satisfying 𝐾𝐹 = 𝐹′ and 𝐺′𝐾 = 𝐺.

𝒞

𝒟 𝒟′

𝒞

𝐹 𝐹′

𝐾

𝐺 𝐺′

Theorem. The Kleisli adjunction 𝐹𝕋 ⊣ 𝐺𝕋 is initial in Adj(𝕋), and the Eilenberg–Moore
adjunction 𝐹𝕋 ⊣ 𝐺𝕋 is terminal in Adj(𝕋).

Proof. We will first do the case of the Eilenberg–Moore adjunction. Let 𝐹 ⊣ 𝐺 be an ad-
junction inducing 𝕋. We define 𝐾 ∶ 𝒟 → 𝒞𝕋 by 𝐾𝐵 = (𝐺𝐵,𝐺𝜖𝐵). This is an algebra by
the triangular identities and naturality of 𝜖. On morphisms 𝑓 ∶ 𝐵 → 𝐶 in 𝒟, we define
𝐾𝑔 = 𝐺𝑔, which is a homomorphism as 𝜖 is a natural transformation. Clearly 𝐺𝕋𝐾 = 𝐺,
and 𝐾𝐹𝐴 = (𝐺𝐹𝐴,𝐺𝜖𝐹𝐴) = 𝐹𝕋𝐴, and for 𝑓 ∶ 𝐴 → 𝐴′, 𝐾𝐹𝑓 = 𝐺𝐹𝑓 = 𝑇𝑓 = 𝐹𝕋𝑓. So 𝐾 is a
morphism of Adj(𝕋).
For uniqueness, suppose𝐾′ were another suchmorphism. Then𝐾′𝐵 = (𝐺𝐵, 𝛽𝐵), and𝐾′𝑔 =
𝐺𝑔 for 𝑔 ∶ 𝐵 → 𝐶. Note that 𝛽 must be a natural transformation 𝐺𝐹𝐺 → 𝐺. Also, 𝛽𝐹𝐴 =
𝐺𝜖𝐹𝐴 for all 𝐴, as 𝐾′𝐹 = 𝐹𝕋. But we have naturality squares

𝐺𝐹𝐺𝐹𝐺𝐵 𝐺𝐹𝐺𝐵

𝐺𝐹𝐺𝐵 𝐺𝐵
𝛽𝐹𝐺𝐵

𝐺𝐹𝐺𝜖𝐵

𝐺𝜖𝐵

𝐺𝜖𝐹𝐺𝐵 𝛽𝐵 𝐺𝜖𝐵

where the left edges are equal and the top edge is a split epimorphism, so the right edges are
equal. Thus 𝐾 is unique.

Given an adjunction 𝐹 ⊣ 𝐺 inducing 𝕋, we define 𝐻 ∶ 𝒞𝕋 → 𝒟 by 𝐻𝐴 = 𝐹𝐴, and for
𝑓 ∶ 𝐴 ⤑ 𝐵, define 𝐻𝑓 to be the composite

𝐹𝐴 𝐹𝐺𝐹𝐵 𝐹𝐵𝐹𝑓 𝜖𝐹𝐵

This is functorial. Indeed, for 𝑓 ∶ 𝐴 ⤑ 𝐵 and 𝑔 ∶ 𝐵 ⤑ 𝐶, 𝐻(𝑔𝑓) is the upper composite and
(𝐻𝑔)(𝐻𝑓) is the lower composite in the following diagram.

𝐹𝐴 𝐹𝐺𝐹𝐵 𝐹𝐺𝐹𝐺𝐹𝐶 𝐹𝐺𝐹𝐶

𝐹𝐵 𝐹𝐺𝐹𝐶 𝐹𝐶

𝐹𝑓 𝐹𝐺𝐹𝑔 𝐹𝐺𝜖𝐹𝐶

𝜖𝐹𝐶𝜖𝐹𝐺𝐹𝐶

𝜖𝐹𝐶

𝜖𝐹𝐵

𝐹𝑔
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Then 𝐻𝐹𝕋(𝑓) = 𝜖𝐹𝐵(𝐹𝜂𝐵)(𝐹𝑓) = 𝐹𝑓. Moreover, 𝐺𝐻𝐴 = 𝐺𝐹𝐴 = 𝑇𝐴 = 𝐺𝕋𝐴, and for
𝑓 ∶ 𝐴 ⤑ 𝐵, 𝐺𝐹𝑓 is the composite

𝐺𝐹𝐴 𝐺𝐹𝐺𝐹𝐵 𝐺𝐹𝐵𝐺𝐹𝑓 𝜇𝐵

which is the definition of 𝐺𝕋(𝑓). Thus 𝐻 is a morphism of Adj(𝕋). If 𝐻′ ∶ 𝒞𝕋 → 𝒟 were
another such morphism, then since 𝐻′𝐹𝕋 = 𝐹, we must have𝐻′𝐴 = 𝐹𝐴 for all 𝐴. Note that
for 𝑓 ∶ 𝐴 ⤑ 𝐵, 𝐻𝑓 is the transpose of 𝑓 ∶ 𝐴 → 𝐺𝐹𝐵 across 𝐹 ⊣ 𝐺. Since 𝐻′ commutes
with 𝐺 and 𝐺𝕋, and 𝐹 ⊣ 𝐺 and 𝐹𝕋 ⊣ 𝐺𝕋 have the same unit 𝜂, 𝐻′ must send the transpose
𝑓 ∶ 𝐴 ⤑ 𝐵 of 𝑓 ∶ 𝐴 → 𝐺𝐹𝐵 to its transpose across 𝐹 ⊣ 𝐺, which is precisely the action of𝐻
on morphisms. Hence 𝐻′ = 𝐻.

Definition. The functor 𝐾 ∶ 𝒟 → 𝒞𝕋 is called the Eilenberg–Moore comparison functor.
Similarly, the functor 𝐻 ∶ 𝒞𝕋 → 𝒟 is called the Kleisli comparison functor.

Remark. Note that 𝒞𝕋 has coproducts if 𝒞 does, since 𝐹𝕋 preserves them and is bijective on
objects. However, it has few other limits or colimits in general. In contrast,𝒞𝕋 inheritsmany
limits and colimits from 𝒞.

Proposition. (i) The forgetful functor 𝐺 = 𝐺𝕋 ∶ 𝒞𝕋 → 𝒞 creates any limits which exist
in 𝒞.

(ii) If 𝒞 has colimits of shape 𝐽, then 𝐺 = 𝐺𝕋 creates colimits of shape 𝐽 if and only if 𝑇
preserves them.

Proof. Part (i). Let 𝐷 ∶ 𝐽 → 𝒞𝕋 be a diagram of shape 𝐽. Write 𝐷(𝑗) = (𝐺𝐷(𝑗), 𝛿𝑗) for
𝑗 ∈ ob 𝐽. Let (𝐿, (𝜆𝑗 ∶ 𝐿 → 𝐺𝐷(𝑗))𝑗∈ob 𝐽) be a limit for 𝐺𝐷 in 𝒞. Then (𝑇𝐿, (𝑇𝜆𝑗)𝑗∈ob 𝐽) is a
cone over𝑇𝐺𝐷, so (𝑇𝐿, (𝛿(𝑇𝜆𝑗))𝑗∈ob 𝐽) is a cone over𝑇𝐺𝐷, and induces a unique 𝜃 ∶ 𝑇𝐿 → 𝐿
making squares of the form

𝑇𝐿 𝑇𝐺𝐷(𝑗)

𝐿 𝐺𝐷(𝑗)

𝑇𝜆𝑗

𝛿𝑗𝜃

𝜆𝑗

commute for each 𝑗. Note that 𝜃 is an algebra structure on 𝐿, since the required diagrams
commute by uniqueness of factorisation through limits. It is the unique algebra structure
on 𝐿 which make the 𝜆𝑗 into a cone in 𝒞𝕋, and one can easily show it is a limit cone.

Part (ii). In the forward direction, if 𝐺 creates colimits of shape 𝐽, then it certainly preserves
them, as they exist in both categories. But 𝐹 preserves all colimits, so 𝑇 = 𝐺𝐹 preserves
them. Given𝐷 ∶ 𝐽 → 𝒞𝕋 and a colimit cone 𝜆𝑗 ∶ 𝐺𝐷(𝑗) → 𝐿 under𝐺𝐷, we know that 𝑇𝜆𝑗 ∶
𝑇𝐺𝐷(𝑗) → 𝑇𝐿 is a colimit cone, so there is a unique 𝜃 ∶ 𝑇𝐿 → 𝐿 satisfying 𝜃(𝑇𝜆𝑗) = 𝜆𝑗𝛿𝑗
for all 𝑗, and 𝜃 is an algebra structure since 𝑇𝑇𝐿 is also a colimit. Hence (𝐿, 𝜃) is a colimit
for 𝐷 in 𝒞𝕋.

51



I. Category Theory

Remark. One can show that 𝒞𝕋 has colimits of any shape which exist in 𝒞, provided that it
has reflexive coequalisers.

5.5. Monadic adjunctions
It can be useful to know, for an arbitrary adjunction, if the Eilenberg–Moore comparison
functor 𝐾 ∶ 𝒟 → 𝒞𝕋 is part of an equivalence of categories. Note that the Kleisli com-
parison functor 𝐻 is always full and faithful, so is part of an equivalence if and only if it
is essentially surjective, and since its action on objects is 𝐹, this holds if and only if 𝐹 is
essentially surjective.

Definition. An adjunction 𝐹 ⊣ 𝐺 ismonadic, or the right adjoint 𝐺 ismonadic, if 𝐾 is part
of an equivalence.

Lemma. Let 𝐹 ⊣ 𝐺 be an adjunction inducing the monad 𝕋, and suppose that for every
𝕋-algebra (𝐴, 𝛼), the pair

𝐹𝐺𝐹𝐴 𝐹𝐴
𝐹𝛼

𝜖𝐹𝐴

has a coequaliser in𝒟. Then the comparison functor 𝐾 ∶ 𝒟 → 𝒞𝕋 has a left adjoint 𝐿.

Proof. Let 𝜆(𝐴,𝛼) ∶ 𝐹𝐴 → 𝐿(𝐴, 𝛼) be a coequaliser for 𝐹𝛼, 𝜖𝐹𝐴. We canmake 𝐿 into a functor
𝒞𝕋 → 𝒟. Given 𝑓 ∶ (𝐴, 𝛼) → (𝐵, 𝛽), the composite 𝜆(𝐵,𝛽)(𝐹𝑓) coequalises 𝐹𝛼 and 𝜖𝐹𝐴, so it
induces a unique map 𝐿𝑓 ∶ 𝐿(𝐴, 𝛼) → 𝐿(𝐵, 𝛽). This makes 𝐿 into a functor by uniqueness.

𝐹𝐺𝐹𝐴 𝐹𝐴 𝐿(𝐴, 𝛼)

𝐹𝐺𝐹𝐵 𝐹𝐵 𝐿(𝐵, 𝛽)

𝐹𝛼 𝜆(𝐴,𝛼)

𝐹𝛽

𝜆(𝐵,𝛽)

𝐹𝑓 𝐿𝑓
𝜖𝐹𝐴

𝜖𝐹𝐵

𝐹𝐺𝐹𝑓

For any object 𝐵 of 𝒟, morphisms 𝐿(𝐴, 𝛼) → 𝐵 correspond to morphisms 𝑓 ∶ 𝐹𝐴 → 𝐵
satisfying 𝑓(𝐹𝛼) = 𝑓𝜖𝐹𝐴. If 𝑓 ∶ 𝐴 → 𝐺𝐵 is the transpose of 𝑓 across 𝐹 ⊣ 𝐺, then by
naturality, the transpose of 𝑓(𝐹𝛼) is 𝑓𝛼, and the transpose of 𝑓𝜖𝐹𝐴 is𝐺𝑓 since 𝜖𝐹𝐴 transposes
to 1𝐺𝐹𝐴. But we have 𝑓 = 𝜖𝐵(𝐹𝑓), so (𝐺𝜖𝐵)(𝐺𝐹𝑓) = (𝐺𝜖𝐵)(𝑇𝑓). Thus 𝑓(𝐹𝛼) = 𝑓(𝜖𝐹𝐴) if
and only if 𝑓𝛼 = (𝐺𝜖𝐵)(𝑇𝑓), which is to say that 𝑓 is an algebra homomorphism (𝐴, 𝛼) →
(𝐺𝐵,𝐺𝜖𝐵) = 𝐾𝐵. Naturality of this bijection follows from the fact that the map 𝑓 ↦ 𝑓 is
natural, so 𝐿 ⊣ 𝐾 as required.

Definition. A parallel pair 𝑓, 𝑔 ∶ 𝐴 ⇉ 𝐵 is reflexive if there exists 𝑟 ∶ 𝐵 → 𝐴 such that
𝑓𝑟 = 𝑔𝑟 = 1𝐵.

𝐴 𝐵

𝐵
𝑟

𝑓

𝑔

1𝐵
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Note that the parallel pair

𝐹𝐺𝐹𝐴 𝐹𝐴
𝐹𝛼

𝜖𝐹𝐴

is a reflexive pair, and the common right inverse is 𝑟 = 𝐹𝜂𝐴.
Definition. A split coequaliser diagram is a diagram

𝐴 𝐵 𝐶
𝑓

ℎ

𝑔

𝑡
𝑠

such that ℎ𝑓 = ℎ𝑔, ℎ𝑠 = 1𝐶 , 𝑔𝑡 = 1𝐵, 𝑓𝑡 = 𝑠ℎ. That is, ℎ has equal composites with 𝑓 and 𝑔,
and the following diagrams commute.

𝐴 𝐵 𝐶

𝐵 𝐶

𝑔 ℎ

𝑠
1𝐶

𝑡
1𝐵

𝐵 𝐴

𝐶 𝐵
𝑓

𝑡

ℎ

𝑠

The equations ℎ𝑠 = 1𝐶 , 𝑔𝑡 = 1𝐵 enforce that 𝑠 is a section of ℎ, and 𝑡 is a section of 𝑔. The
equation 𝑓𝑡 = 𝑠ℎ enforces that the two non-identity paths from 𝐵 to itself coincide.
Note that this implies that ℎ is a coequaliser of 𝑓 and 𝑔. Indeed, if 𝑘 ∶ 𝐵 → 𝐷 satisfies
𝑘𝑓 = 𝑘𝑔, then 𝑘 = 𝑘𝑔𝑡 = 𝑘𝑓𝑡 = 𝑘𝑠ℎ, so 𝑘 factors through ℎ. Moreover, this factorisation is
unique as ℎ is split epic. Any functor preserves split coequaliser diagrams.
Definition. Given a functor 𝐺 ∶ 𝒟 → 𝒞, we say that a parallel pair 𝑓, 𝑔 ∶ 𝐴 ⇉ 𝐵 in 𝒟
is 𝐺-split if there is a split coequaliser diagram

𝐺𝐴 𝐺𝐵 𝐶
𝐺𝑓

ℎ

𝐺𝑔

𝑡
𝑠

in 𝒞.
Note that the pair

𝐹𝐺𝐹𝐴 𝐹𝐴
𝐹𝛼

𝜖𝐹𝐴

is 𝐺-split, as

𝐺𝐹𝐺𝐹𝐴 𝐺𝐹𝐴 𝐶
𝐺𝐹𝛼 𝛼

𝐺𝜖𝐹𝐴=𝜇𝐴

𝜂𝐺𝐹𝐴
𝜂𝐴

is a split coequaliser diagram.
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Theorem (Beck’s precise monadicity theorem). A functor 𝐺 ∶ 𝒟 → 𝒞 is monadic if and
only if 𝐺 has a left adjoint and creates coequalisers of 𝐺-split pairs.
Theorem (Beck’s crude monadicity theorem). Suppose 𝐺 ∶ 𝒟 → 𝒞 has a left adjoint, and
𝐺 reflects isomorphisms. Suppose further that𝒟 has and𝐺 preserves reflexive coequalisers.
Then 𝐺 is monadic.

We prove both theorems together.

Proof. First, suppose 𝐺 ∶ 𝒟 → 𝒞 is monadic. Then 𝐺 has a left adjoint by definition. It
suffices to show that 𝐺𝕋 ∶ 𝒞𝕋 → 𝒞 creates coequalisers of 𝐺𝕋-split pairs. This follows from
the argument of a previous lemma: if 𝑓, 𝑔 ∶ (𝐴, 𝛼) ⇉ (𝐵, 𝛽) are algebra homomorphisms,
and

𝐴 𝐵 𝐶
𝑓

ℎ

𝑔

𝑡
𝑠

is a split coequaliser, then since the coequaliser is preserved by𝑇 and𝑇2,𝐶 acquires a unique
algebra structure 𝛾 ∶ 𝑇𝐶 → 𝐶 such that ℎ is a coequaliser in 𝒞𝕋.
For the converse, either set of assumptions ensures that𝒟 has coequalisers of parallel pairs
of the form

𝐹𝐺𝐹𝐴 𝐹𝐴
𝐹𝛼

𝜖𝐹𝐴

so the comparison functor 𝐾 ∶ 𝒟 → 𝒞𝕋 has a left adjoint 𝐿. We must now show that
the unit and counit of 𝐿 ⊣ 𝐾 are isomorphisms. The unit (𝐴, 𝛼) → 𝐾𝐿(𝐴, 𝛼) is the unique
factorisation of𝐺𝜆(𝐴,𝛼) ∶ 𝐺𝐹𝐴 → 𝐺𝐿(𝐴, 𝛼) through the (𝐺𝕋-split) coequaliser𝛼 ∶ 𝐺𝐹𝐴 → 𝐴
of𝐺𝐹𝛼,𝐺𝜖𝐹𝐴 ∶ 𝐺𝐹𝐺𝐹𝐴 ⇉ 𝐺𝐹𝐴 in𝒞𝕋. But either set of hypotheses implies that𝐺 preserves
the coequaliser of 𝐹𝛼, 𝜖𝐹𝐴, so the factorisation is an isomorphism. The counit 𝐿𝐾𝐵 → 𝐵 is
the unique factorisation of 𝜖𝐵 ∶ 𝐹𝐺𝐵 → 𝐵 through 𝜆𝐾𝐵 ∶ 𝐹𝐺𝐵 → 𝐿𝐾𝐵. The hypothesis in
the precise theorem implies directly that 𝜖𝐵 is a coequaliser of 𝐹𝐺𝜖𝐵, 𝜖𝐺𝐹𝐵, because the pair
is 𝐺-split. From the hypotheses of the crude theorem, we can see that both 𝜖𝐵 and 𝜆𝐾𝐵 map
to coequalisers in 𝒞, so the counit maps to an isomorphism in 𝒞, so it is an isomorphism as
𝐺 reflects isomorphisms.

Remark. (i) Let 𝐽 be the finite category

𝐴 𝐵

𝑠

𝑡

𝑓

𝑔

𝑟

with 𝑓𝑟 = 𝑔𝑟 = 1𝐵, 𝑟𝑓 = 𝑠, 𝑟𝑔 = 𝑡, then a diagram 𝐷 of this shape is a reflexive pair.
A cone under it is determined by ℎ ∶ 𝐷𝐵 → 𝐿, which must satisfy ℎ(𝐷𝑓) = ℎ(𝐷𝑔). A
colimit for this diagram is a coequaliser for 𝑓, 𝑔.
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(ii) All small (respectively finite) colimits can be constructed from small (respectively fi-
nite) coproducts and reflexive coequalisers. The pair 𝑓, 𝑔 ∶ 𝑃 ⇉ 𝑄 in the proof form a
coreflexive pair, with common left inverse 𝑟 ∶ 𝑄 → 𝑃 given by 𝜋𝑗𝑟 = 𝜋1𝑗 for all 𝑗.

(iii) Given a reflexive pair 𝑓, 𝑔 ∶ 𝐴 ⇉ 𝐵, a morphism ℎ ∶ 𝐵 → 𝐶 is a coequaliser for it if
and only if the diagram

𝐴 𝐵

𝐵 𝐶

𝑓

ℎ𝑔

ℎ

is a pushout, since any cone under the span given by 𝑓 and 𝑔 has its two legs equal.
The dual of this statement has already been proven.

(iv) In any cartesian closed category, reflexive coequalisers commute with finite products:
if the following are reflexive coequaliser diagrams,

𝐴1 𝐵1 𝐶1
𝑓1 ℎ1

𝑔1
𝐴2 𝐵2 𝐶2

𝑓2 ℎ2

𝑔2

then the following diagram is also a coequaliser.

𝐴1 × 𝐴2 𝐵1 × 𝐵2 𝐶1 × 𝐶2
ℎ1×ℎ2

𝑓1×𝑓2

𝑔1×𝑔2

Indeed, consider the diagram

𝐴1 × 𝐴2 𝐵1 × 𝐴2 𝐶1 × 𝐴2

𝐴1 × 𝐵2 𝐵1 × 𝐵2 𝐶1 × 𝐵2

𝐴1 × 𝐶2 𝐵1 × 𝐶2 𝐶1 × 𝐶2

All rows and columns are coequalisers, since functors of the form (−) × 𝐷 preserve
coequalisers. It then follows that the lower right square is a pushout. By reflexivity, if
𝑘 ∶ 𝐵1 × 𝐵2 → 𝐷 coequalises

𝑓1 × 𝑓2, 𝑔1 × 𝑔2 ∶ 𝐴1 × 𝐴2 ⇉ 𝐵1 × 𝐵2

then it also coequalises 𝐵1 ×𝐴2 ⇉ 𝐵1 ×𝐵2 and 𝐴1 ×𝐵2 ⇉ 𝐵1 ×𝐵2, as they both factor
through the diagonal pair. Therefore, it factors through the top and left edges of the
lower right square, and hence through its diagonal.
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Example. (i) The forgetful functor 𝑈 ∶ Gp → Set satisfies the hypotheses of the crude
monadicity theorem. Indeed, it has a left adjoint and reflects isomorphisms, and it
creates reflexive coequalisers. Given a reflexive pair 𝑓, 𝑔 ∶ 𝐴 ⇉ 𝐵 in Gp, consider its
coequaliser ℎ ∶ 𝑈𝐵 → 𝐶 in Set. As reflexive coequalisers commute with products in
Set,

𝑈𝐴 × 𝑈𝐴 𝑈𝐵 × 𝑈𝐵 𝐶 × 𝐶
𝑓

𝑔

is a coequaliser. So we obtain a binary operation 𝐶 × 𝐶 → 𝐶 making ℎ into a homo-
morphism, 𝐶 into a group, and ℎ a coequaliser inGp. The same procedure applies for
many other algebraic structures, such as rings, modules over a given ring, and lattices.
For infinitary algebraic categories such as complete semilattices and complete lattices,
we can use the precise monadicity theorem whenever a left adjoint exists.

(ii) Any reflection is monadic. If 𝐼 ∶ 𝒟 → 𝒞 is the inclusion of a reflective subcategory
and 𝑓, 𝑔 ∶ 𝐴 ⇉ 𝐵 is an 𝐼-split pair in 𝒟, then the splitting 𝑡 ∶ 𝐵 → 𝐴 belongs to 𝒟,
and so its composite 𝑓𝑡 = 𝑠ℎ also lies in 𝒟. But 𝒟 is closed under limits that exist in
𝒞, so in particular it is closed under splittings of idempotents.

(iii) Consider the composite adjunction

Set AbGp tfAbGp
𝐹 𝐿

𝑈 𝐼

Both factors are monadic: we have already shown that 𝐹 ⊣ 𝑈 is monadic, and 𝐿 ⊣ 𝐼
is a reflection. However, the composite 𝐿𝐹 ⊣ 𝑈𝐼 is not monadic. Indeed, free abelian
groups are torsion-free, so the monad induced by the composite adjunction coincides
with that induced by 𝐹 ⊣ 𝑈 .

(iv) The contravariant power-set functor 𝑃⋆ ∶ Setop → Set is monadic as it satisfies the
hypotheses of the crude monadicity theorem. Its left adjoint is 𝑃⋆ ∶ Set→ Setop, and
it reflects isomorphisms. Let

𝐴 𝐵 𝐶𝑒
𝑓

𝑔

be a coreflexive equaliser in Set. Then the square

𝐴 𝐵

𝐵 𝐶

𝑒

𝑔𝑒

𝑓

is a pullback. Thus, the composite

𝑃𝐵 𝑃𝐴 𝑃𝐵𝑃⋆𝑒 𝑃𝑒
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coincides with
𝑃𝐵 𝑃𝐶 𝑃𝐵𝑃𝑔 𝑃⋆𝑓

Also, (𝑃⋆𝑒)(𝑃𝑒) = 1𝑃𝐴 and (𝑃⋆𝑔)(𝑃𝑔) = 1𝑃𝐵, so we obtain the following split coequal-
iser diagram in Set.

𝑃𝐶 𝑃𝐵 𝑃𝐴
𝑃⋆𝑓

𝑃⋆𝑒

𝑃⋆𝑔

𝑃𝑔
𝑃𝑒

(v) The forgetful functor𝑈 ∶ Top→ Set is notmonadic. Themonad induced by𝐷 ⊣ 𝑈 is
1Set, and the unit and multiplication are the identity natural transformations. Hence
its category of algebras is isomorphic to Set. This example demonstrates that reflection
of isomorphisms is necessary for the crude theorem.

(vi) The composite

Set Top KHaus
𝐷 𝛽

𝑈 𝐼

is monadic, where 𝛽 is the Stone–Čech compactification functor; we will prove this
using the precise monadicity theorem. Consider a 𝑈𝐼-split pair 𝑓, 𝑔 ∶ 𝑋 ⇉ 𝑌 in
KHaus.

𝑈𝑋 𝑈𝑌 𝑍
𝑈𝑓

ℎ

𝑈𝑔

𝑡
𝑠

There is a unique topology on 𝑍 making ℎ into a coequaliser in Top, which is the
quotient topology. This is compact as it is a continuous image of the compact space
𝑌 . Hence ℎ will be a coequaliser in KHaus if and only if this topology is Hausdorff.
Note that the quotient topology is the only possible candidate topology on 𝑍 that could
make ℎ into a morphism in KHaus.

It is a general fact that for every compact Hausdorff space 𝑌 and equivalence relation
𝑆 ⊆ 𝑌 × 𝑌 , the quotient is Hausdorff if and only if 𝑆 is closed as a subset of 𝑌 × 𝑌 .
Suppose (𝑦1, 𝑦2) ∈ 𝑆, so ℎ(𝑦1) = ℎ(𝑦2). Then the elements 𝑥1 = 𝑡(𝑦1) and 𝑥2 = 𝑡(𝑦2)
satisfy

𝑔(𝑥1) = 𝑦1; 𝑔(𝑥2) = 𝑦2; 𝑓(𝑥1) = 𝑓(𝑥2)

and if 𝑥1, 𝑥2 satisfy these three equations, then ℎ(𝑦1) = ℎ(𝑦2). Thus 𝑆 is the im-
age under 𝑔 × 𝑔 ∶ 𝑋 × 𝑋 → 𝑌 × 𝑌 of the equivalence relation 𝑅 on 𝑋 given by
{(𝑥1, 𝑥2) ∣ 𝑓(𝑥1) = 𝑓(𝑥2)}. But 𝑅 is closed in 𝑋 × 𝑋 , as it is the equaliser of 𝑓𝜋1, 𝑓𝜋2 ∶
𝑋 × 𝑋 ⇉ 𝑌 into a Hausdorff space, so it is compact. Hence 𝑆 is compact, and thus
closed.
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Definition. Let 𝐹 ⊣ 𝐺 be an adjunction with 𝐹 ∶ 𝒞 → 𝒟,𝐺 ∶ 𝒟 → 𝒞. Suppose that𝒟 has
reflexive coequalisers. Themonadic tower of 𝐹 ⊣ 𝐺 is the diagram

(𝒞𝕋)𝕊

𝒟 𝒞𝕋

𝒞𝐹

𝐺

𝐿

𝐾

⋯

where 𝕋 is the monad induced by 𝐹 ⊣ 𝐺, 𝐾 is the comparison functor, 𝐿 is the left adjoint
to 𝐾 which exists as𝒟 has reflexive coequalisers, 𝕊 is the monad induced by 𝐿 ⊣ 𝐾, and so
on. We say that 𝐹 ⊣ 𝐺 has monadic length 𝑛, or that 𝒟 has monadic height 𝑛 over 𝒞, if the
tower reaches an equivalence after 𝑛 steps.
If 𝐹 ⊣ 𝐺 is an equivalence, it has monadic length zero. Monadic length one means that
𝐹 ⊣ 𝐺 is monadic but not an equivalence, and example (iii) above has monadic length
two.
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6. Monoidal and enriched categories

6.1. Monoidal categories

There are many examples of categories 𝒞 equipped with a functor ⊗ ∶ 𝒞 × 𝒞 → 𝒞 and
an object 𝐼 ∈ ob𝒞 that turn 𝒞 into a monoid up to isomorphism. Such a structure on a
category is called a monoidal structure, which will be defined precisely at the end of this
subsection.

Example. (i) Let𝒞 be a categorywith finite products. Let⊗ be the categorical product×,
and let 𝐼 = 1 be the terminal object. This is known as the cartesianmonoidal structure.
Dually, if 𝒞 is a category with finite coproducts, it has a cocartesianmonoidal structure,
given by⊗ = + and 𝐼 = 0.

(ii) In Met, the different metrics on 𝑋 × 𝑌 yield different monoidal structures on Met.
Each of these have the one-point space, which is the terminal object, as the unit of the
monoid.

(iii) In AbGp, the tensor product gives a monoidal structure, where ℤ is the unit. Recall
that if 𝐴, 𝐵, 𝐶 are abelian groups, then morphisms 𝐴⊗𝐵 → 𝐶 (that is, ℤ-linear maps)
correspond to ℤ-bilinear maps 𝐴 × 𝐵 → 𝐶. Similarly, if 𝑅 is a commutative ring, the
tensor product ⊗𝑅 gives a monoidal structure on Mod𝑅 with unit 𝑅. The 𝑅-linear
maps 𝐴⊗ 𝐵 → 𝐶 correspond to 𝑅-bilinear maps 𝐴 × 𝐵 → 𝐶.

(iv) For any category 𝒞, its category of endofunctors [𝒞, 𝒞] has a monoidal structure given
by composition. The unit is the identity endofunctor 1𝒞 .

(v) For posets with top and bottom elements 1 and 0, we can define the ordinal sum 𝐴∗𝐵
to be the poset obtained from their disjoint union, by identifying the top element of
𝐴 with the bottom element of 𝐵. This is a monoidal structure, where the unit is the
one-element poset.

Definition. A monoidal category is a category 𝒞 equipped with a functor⊗ ∶ 𝒞 × 𝒞 → 𝒞
and a distinguished object 𝐼, together with three natural isomorphisms

𝛼𝐴,𝐵,𝐶 ∶ (𝐴 ⊗ 𝐵) ⊗ 𝐶 → 𝐴⊗ (𝐵 ⊗ 𝐶); 𝜆𝐴 ∶ 𝐼 ⊗ 𝐴 → 𝐴; 𝜌𝐴 ∶ 𝐴 ⊗ 𝐼 → 𝐴

such that the diagrams

((𝐴 ⊗ 𝐵) ⊗ 𝐶) ⊗ 𝐷 (𝐴 ⊗ (𝐵 ⊗ 𝐶)) ⊗ 𝐷

(𝐴 ⊗ 𝐵) ⊗ (𝐶 ⊗ 𝐷) 𝐴 ⊗ ((𝐵 ⊗ 𝐶) ⊗ 𝐷)

𝐴 ⊗ (𝐵 ⊗ (𝐶 ⊗ 𝐷))

𝛼𝐴⊗𝐵,𝐶,𝐷

𝛼𝐴,𝐵,𝐶⊗𝐷

𝛼𝐴𝐵𝐶⊗1𝐷

𝛼𝐴,𝐵⊗𝐶,𝐷

1𝐴⊗𝛼𝐵𝐶𝐷
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(𝐴 ⊗ 𝐼) ⊗ 𝐵 𝐴⊗ (𝐼 ⊗ 𝐵)

𝐴 ⊗ 𝐵

𝛼𝐴,𝐼,𝐵

1𝐴⊗𝜆𝐵𝜌𝐴⊗1𝐵

commute, and 𝜆𝐼 = 𝜌𝐼 ∶ 𝐼 ⊗ 𝐼 → 𝐼. A monoidal category is strict if 𝛼, 𝜆, 𝜌 are identities.

𝛼 is called the associator, and 𝜆 and 𝜌 are the left and right unitors.

These diagrams suffice to prove the commutativity of the following two diagrams.

(𝐼 ⊗ 𝐴) ⊗ 𝐵 𝐼 ⊗ (𝐴 ⊗ 𝐵)

𝐴 ⊗ 𝐵

𝛼𝐼,𝐴,𝐵

𝜆𝐴⊗1𝐵 𝜆𝐴⊗𝐵

(𝐴 ⊗ 𝐵) ⊗ 𝐼 𝐴 ⊗ (𝐵 ⊗ 𝐼)

𝐴 ⊗ 𝐵

𝛼𝐴,𝐵,𝐼

1𝐴⊗𝜌𝐵𝜌𝐴⊗𝐵

Note that in the category of abelian groups with the usual tensor product, the obvious choice
for 𝛼𝐴,𝐵,𝐶 is the map sending (𝑎 ⊗ 𝑏) ⊗ 𝑐 to 𝑎 ⊗ (𝑏 ⊗ 𝑐). However, there is also a natural
isomorphism sending (𝑎⊗𝑏)⊗𝑐 to−𝑎⊗(𝑏⊗𝑐). But this choice does not satisfy the pentagon
equation, as a pentagon has an odd number of sides.

6.2. The coherence theorem
Given a monoidal category (𝒞,⊗, 𝐼), we define a word recursively.

(i) We have a stack of variables 𝐴, 𝐵, 𝐶,…, which are all words.

(ii) The unit 𝐼 is a word.

(iii) If 𝑢, 𝑣 are words, then 𝑢 ⊗ 𝑣 is a word.

A word with 𝑛 variables defines a functor 𝒞𝑛 → 𝒞.

Theorem (Mac Lane’s coherence theorem). For any two words 𝑤,𝑤′ with the same se-
quence of variables in the same order, there is a unique natural isomorphism 𝑤 → 𝑤′ ob-
tained by composing instances of 𝛼, 𝜆, 𝜌 and their inverses.

Proof. We define the height of a word 𝑤 to be 𝑎(𝑤) + 𝑖(𝑤), where

(i) 𝑎(𝑤) is the associator height, which is the number of closing parentheses occurring
immediately before⊗ in 𝑤;

(ii) 𝑖(𝑤) is the number of occurrences of 𝐼 in 𝑤.

Applying any instance of 𝛼, 𝜆, 𝜌 to a word reduces its height. For example, if 𝛼… ∶ 𝑤 → 𝑤′,
then 𝑎(𝑤′) < 𝑎(𝑤) and 𝑖(𝑤′) = 𝑖(𝑤), and correspondingly if 𝜆…𝑤 → 𝑤′, then 𝑖(𝑤′) =
𝑖(𝑤) − 1 and 𝑎(𝑤′) ≤ 𝑎(𝑤). In particular, any string of instances of 𝛼, 𝜆, 𝜌 starting from 𝑤
has length at most 𝑎(𝑤) + 𝑖(𝑤).
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We say that a word𝑤 is reduced if either 𝑎(𝑤) = 𝑖(𝑤) = 0 or𝑤 = 𝐼. If 𝑎(𝑤) > 0, then𝑤 is the
domain of an instance of 𝛼, and if 𝑖(𝑤) > 0 and 𝑤 ≠ 𝐼, then 𝑤 is the domain of an instance
of either 𝜆 or 𝜌. Thus, for any word𝑤, there is a string𝑤 → ⋯ → 𝑤0 where𝑤0 is the unique
reduced word containing the same variables of𝑤 in the same order. We must show that any
two such strings have the same composite. Given

𝑤

𝑤′ 𝑤″

𝜑 𝜓

where𝜑, 𝜓 are instances of𝛼, 𝜆, or 𝜌, we need to find aword𝑤‴ completing the commutative
square

𝑤

𝑤′ 𝑤″

𝑤‴

𝜑 𝜓

𝜃 𝜒

where 𝜃, 𝜒 are composites of instances of 𝛼, 𝜆, and 𝜌.
If 𝜑, 𝜓 act on disjoint subwords of𝑤, so𝑤 = 𝑢⊗𝑣 where 𝜑 = 𝜑′⊗1𝑣 and 𝜓 = 1𝑢⊗𝜓′, then
we can fill in the square as follows.

𝑢 ⊗ 𝑣

𝑢′ ⊗ 𝑣 𝑢⊗ 𝑣′

𝑢′ ⊗ 𝑣′

𝜑′⊗1𝑣 1𝑢⊗𝜓′

1𝑢′⊗𝜓′ 𝜑′⊗1𝑣′

Now suppose one acts within the argument of the other, for example, if 𝜑 is 𝛼𝑡,𝑢,𝑣 and 𝜓 =
(1𝑡 ⊗ 𝜓′) ⊗ 1𝑣. Then by naturality of 𝛼, we can complete the diagram with 1𝑡 ⊗ (𝜓′ ⊗ 1𝑣)
and 𝛼𝑡,𝑢′,𝑣.
Now suppose that 𝜑 and 𝜓 interfere. If 𝜑 and 𝜓 are both instances of 𝛼, then the pentagon
equation completes the commutative square.

Suppose one is an instance of 𝛼 and the other is an instance of 𝜆 or 𝜌. Then 𝐼 must occur
as one of the three arguments to 𝛼. If it is the middle argument, the two diagrams in the
definition of a monoidal category complete the square. If if is the left or right argument, the
other two diagrams defined immediately after will complete the square.

Finally, if one is an instance of 𝜆 and the other is an instance of 𝜌, then they must be 𝜆𝐼 and
𝜌𝐼 , and so must agree. This completes the proof that there is a unique natural isomorphism
to a reduced word.
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Now suppose we have a string

𝑤1 𝑤2 𝑤3 𝑤4 ⋯ 𝑤𝑛

Then there are unique ‘forwards’ morphisms

𝑤1 𝑤2 𝑤3 𝑤4 ⋯ 𝑤𝑛

𝑤0

to𝑤0, which is the reduced word with the same sequence of variables. Each of the triangles
must commute by the uniqueness result proven above. Hence the composite of the arrows
along the top edge is equal to the composite 𝑤1 → 𝑤0 ← 𝑤𝑛.

Definition. A symmetry on a monoidal category (𝒞,⊗, 𝐼) is a natural isomorphism 𝛾𝐴,𝐵 ∶
𝐴 ⊗ 𝐵 → 𝐵 ⊗ 𝐴 such that the following diagrams commute.

(𝐴 ⊗ 𝐵) ⊗ 𝐶 𝐴⊗ (𝐵 ⊗ 𝐶) 𝐴 ⊗ (𝐶 ⊗ 𝐵)

𝐶 ⊗ (𝐴 ⊗ 𝐵) (𝐶 ⊗ 𝐴) ⊗ 𝐵 (𝐴 ⊗ 𝐶) ⊗ 𝐵

𝛼𝐴,𝐵,𝐶 1𝐴⊗𝛾𝐵,𝐶

𝛼−1𝐴,𝐶,𝐵

𝛾𝐴,𝐶⊗1𝐵

𝛾𝐴⊗𝐵,𝐶

𝛼𝐶,𝐴,𝐵

𝐴⊗ 𝐼 𝐼 ⊗ 𝐴

𝐴

𝛾𝐴,𝐼

𝜆𝐴𝜌𝐴

𝐴⊗ 𝐵 𝐵 ⊗ 𝐴

𝐴⊗ 𝐵

𝛾𝐴,𝐵

𝛾𝐵,𝐴1𝐴⊗𝐵

For the weaker notion of a braiding, we can omit the last of the three diagrams, but add an
additional hexagonal equation, since it can no longer be derived from the first.

There is a coherence theorem for symmetric monoidal categories, which is also due to Mac
Lane. The theorem shows that for any two words 𝑤,𝑤′ involving the same set of variables
without repetition, there is a unique natural isomorphism between 𝑤 and 𝑤′ obtained from
compositions of instances of 𝛼, 𝜆, 𝛾 and their inverses. Note that 𝜌 is not necessary, as it can
be produced from instances of 𝜆 and 𝛾. The examples of monoidal categories above are all
symmetric, except for (iv) and (v).

6.3. Monoidal functors
Definition. Let (𝒞,⊗, 𝐼), (𝒟,⊕, 𝐽) be monoidal categories. A (lax) monoidal functor 𝐹 ∶
(𝒞,⊗, 𝐼) → (𝒟,⊕, 𝐽) is a functor 𝐹 ∶ 𝒞 → 𝒟 equipped with a natural transformation
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𝜑𝐴,𝐵 ∶ 𝐹𝐴⊕𝐹𝐵 → 𝐹(𝐴⊗𝐵) and a morphism 𝜄 ∶ 𝐽 → 𝐹𝐼, such that the following diagrams
commute.

(𝐹𝐴 ⊕ 𝐹𝐵) ⊕ 𝐹𝐶 𝐹(𝐴 ⊗ 𝐵) ⊕ 𝐹𝐶 𝐹((𝐴 ⊗ 𝐵) ⊗ 𝐶)

𝐹𝐴 ⊕ (𝐹𝐵 ⊕ 𝐹𝐶) 𝐹𝐴 ⊕ 𝐹(𝐵 ⊗ 𝐶) 𝐹(𝐴 ⊗ (𝐵 ⊗ 𝐶))

𝛼𝐹𝐴,𝐹𝐵,𝐹𝐶

𝜑𝐴,𝐵⊕1𝐹𝐶 𝜑𝐴⊗𝐵,𝐶

𝐹𝛼𝐴,𝐵,𝐶

1𝐹𝐴⊕𝜑𝐵,𝐶 𝜑𝐴,𝐵⊗𝐶

𝐽 ⊕ 𝐹𝐴 𝐹𝐼 ⊕ 𝐹𝐴

𝐹𝐴 𝐹(𝐼 ⊗ 𝐴)

𝜄⊕1𝐹𝐴

𝜑𝐼,𝐴𝜆𝐹𝐴

𝐹𝜆𝐴

𝐹𝐴⊕ 𝐽 𝐹𝐴⊕ 𝐹𝐼

𝐹𝐴 𝐹(𝐴 ⊗ 𝐼)

1𝐹𝐴⊕𝜄

𝜑𝐴,𝐼𝜌𝐹𝐴

𝐹𝜌𝐴

We say 𝐹 is strong monoidal (respectively strict monoidal) if 𝜑 and 𝜄 are isomorphisms (re-
spectively identities). An oplax monoidal functor is the same definition, but where the dir-
ections of the maps 𝜑 and 𝜄 are reversed.

Note that the same letters are used for the associators and unitors in both monoidal categor-
ies.

Example. (i) The forgetful functor 𝑈 ∶ (AbGp,⊗, ℤ) → (Set, ×, 1) is lax monoidal.
We define 𝜄 ∶ 1 → ℤ to map the element of 1 to the generator 1 ∈ ℤ, and define
𝜑 ∶ 𝑈𝐴 × 𝑈𝐵 → 𝑈(𝐴 ⊗ 𝐵) by (𝑎, 𝑏) ↦ 𝑎 ⊗ 𝑏. One can easily verify that the required
diagrams commute.

(ii) The free functor 𝐹 ∶ (Set, ×, 1) → (AbGp,⊗, ℤ) is strong monoidal, because 𝐹1 ≅ ℤ
and 𝐹(𝐴 × 𝐵) ≅ 𝐹𝐴⊗ 𝐹𝐵.

(iii) Let 𝑅 be a commutative ring. Then the forgetful functorMod𝑅 → AbGp is lax mon-
oidal, where 𝜄 ∶ ℤ → 𝑅 is the natural map, and 𝜑 ∶ 𝐴 ⊗ℤ 𝐵 → 𝐴⊗𝑅 𝐵 is the quotient
map. Its left adjoint, the free functor AbGp→Mod𝑅, is strong monoidal.

(iv) If 𝒞 and 𝒟 have the cartesian monoidal structure, then any functor 𝐹 ∶ 𝒞 → 𝒟 is
oplax monoidal. 𝜄 ∶ 𝐹1 → 1 is the unique morphism to the terminal object of𝒟, and
𝜑𝐴,𝐵 ∶ 𝐹(𝐴 × 𝐵) → 𝐹𝐴 × 𝐹𝐵 is given by (𝐹𝜋1, 𝐹𝜋2). 𝐹 is strong monoidal if and only
if it preserves finite products.

(v) If 𝑋 and 𝑌 are metric spaces, then 1𝑋×𝑌 is non-expansive as a map (𝑋 × 𝑌, 𝑑1) →
(𝑋×𝑌, 𝑑∞), making the identity functor 1Met into amonoidal functor (Met, ×∞, 1) →
(Met, ×1, 1). Note that the 𝑑∞ metric on 𝑋 × 𝑌 defines the categorical product.

Lemma. Let 𝒞 and 𝒟 be monoidal categories. Let 𝐹 ⊣ 𝐺, where 𝐹 ∶ 𝒞 → 𝒟 and 𝐺 ∶
𝒟 → 𝒞. Then there is a bijection between laxmonoidal structures on𝐺 and oplax monoidal
structures on 𝐹.

Proof sketch. Suppose we have (𝜑, 𝜄) on 𝐺. Then the transpose of 𝜄 ∶ 𝐽 → 𝐺𝐼 is a morphism

63



I. Category Theory

𝐹𝐽 → 𝐼, and we have a natural transformation

𝐹(𝐴 ⊗ 𝐵) 𝐹(𝐺𝐹𝐴⊗ 𝐺𝐹𝐵) 𝐹𝐺(𝐹𝐴 ⊕ 𝐹𝐵) 𝐹𝐴 ⊕ 𝐹𝐵𝐹(𝜂𝐴×𝜂𝐵) 𝐹𝜑𝐹𝐴,𝐹𝐵 𝜖𝐹𝐴⊕𝐹𝐵

One can check that each of the required diagrams commute, defining an oplax monoidal
structure on 𝐹. By duality, an oplax monoidal structure on 𝐹 yields a lax monoidal structure
on 𝐺, and it can be shown that these constructions are inverse to each other.

6.4. Closed monoidal categories
Definition. Wesay that amonoidal category (𝒞,⊗, 𝐼) is (left/right/bi)-closed if𝐴⊗(−), (−)⊗
𝐴, or both have right adjoints for all 𝐴. If⊗ is symmetric, we say in any of these cases that
𝒞 is closed.

Right adjoints for (−) ⊗ 𝐴 are denoted [𝐴, −] if they exist.

Example. (i) A cartesian closed category is a monoidal category with ⊗ = ×, that is
closed as a monoidal category. In particular, Set and Cat are cartesian closed.

(ii) Themetric 𝑑1 on the set [𝑋, 𝑌] of non-expansivemaps𝑋 → 𝑌 yields a closed structure
on (Met, ×1, 1).

(iii) AbGp and Mod𝑅 for any commutative ring 𝑅 are monoidal closed, where [𝐴, 𝐵] is
the set of homomorphisms 𝐴 → 𝐵, turned into an abelian group or 𝑅-module by
pointwise addition and scalar multiplication. The homomorphisms 𝐶 → [𝐴, 𝐵] cor-
respond under 𝜆-conversion to bilinearmaps𝐶×𝐴 → 𝐵, and thus to homomorphisms
𝐶 ⊗𝑅 𝐴 → 𝐵.

(iv) The cartesian monoidal structure on the category of pointed sets Set⋆ is not closed,
but the monoidal structure given by the smash product (−) ∧ (−) is closed, where

(𝐴, 𝑎0) ∧ (𝐵, 𝑏0) = 𝐴 × 𝐵⟋∼

and ∼ identifies all elements where either coordinate is the basepoint. Basepoint-
preserving maps 𝐴 ∧ 𝐵 → 𝐶 correspond to basepoint-preserving maps from 𝐴 to the
set [𝐵, 𝐶] of basepoint-preserving maps 𝐵 → 𝐶.

(v) Consider the set Rel(𝐴 × 𝐴) = 𝑃(𝐴 × 𝐴) of relations on 𝐴. This is a poset under inclu-
sion, and is a monoid under relational composition. Composition is order-preserving
in each variable, makingRel(𝐴×𝐴) into a strictmonoidal category. It is not symmetric,
but biclosed. For the right adjoint to (−) ∘ 𝑅, we define 𝑅 ⇒ 𝑇 to be

(𝑅 ⇒ 𝑇) = {(𝑏, 𝑐) ∈ 𝐴 × 𝐴 ∣ ∀𝑎 ∈ 𝐴, (𝑎, 𝑏) ∈ 𝑅 ⇒ (𝑎, 𝑐) ∈ 𝑇}

Then 𝑆 ⊆ (𝑅 ⇒ 𝑇) if and only if 𝑆 ∘ 𝑅 ⊆ 𝑇.
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6.5. Enriched categories
Definition. Let (ℰ,⊗, 𝐼) be a monoidal category. An ℰ-enriched category consists of
(i) a collection ob𝒞 of objects;
(ii) an object 𝒞(𝐴, 𝐵) of ℰ for each pair of objects 𝐴, 𝐵 ∈ ob𝒞;
(iii) morphisms 𝜄𝐴 ∶ 𝐼 → 𝒞(𝐴, 𝐴) for each 𝐴;
(iv) morphisms 𝜅𝐴,𝐵,𝐶 ∶ 𝒞(𝐵, 𝐶) ⊗ 𝒞(𝐴, 𝐵) → 𝒞(𝐴, 𝐶) for objects 𝐴, 𝐵, 𝐶,
such that the following diagrams commute.

𝐼 ⊗ 𝒞(𝐴, 𝐵) 𝒞(𝐵, 𝐵) ⊗ 𝒞(𝐴, 𝐵)

𝒞(𝐴, 𝐵)

𝜄𝐵⊗1𝒞(𝐴,𝐵)

𝜅𝐴,𝐵,𝐵
𝜆𝒞(𝐴,𝐵)

𝒞(𝐴, 𝐵) ⊗ 𝐼 𝒞(𝐴, 𝐵) ⊗ 𝒞(𝐴, 𝐴)

𝒞(𝐴, 𝐵)

𝜄𝐵⊗1𝒞(𝐴,𝐵)

𝜅𝐴,𝐴,𝐵𝜌𝒞(𝐴,𝐵)

(𝒞(𝐶, 𝐷) ⊗ 𝒞(𝐵, 𝐶)) ⊗ 𝒞(𝐴, 𝐵) 𝒞(𝐵, 𝐷) ⊗ 𝒞(𝐴, 𝐵)

𝒞(𝐴, 𝐷)

𝒞(𝐶, 𝐷) ⊗ (𝒞(𝐵, 𝐶) ⊗ 𝒞(𝐴, 𝐵)) 𝒞(𝐶, 𝐷) ⊗ 𝒞(𝐴, 𝐶)

𝜅⊗1

𝜅

𝛼

1⊗𝜅

𝜅

Definition. Let 𝒞,𝒟 be ℰ-enriched categories. An ℰ-enriched functor 𝒞 → 𝒟 consists of
a map of objects 𝐹 ∶ ob𝒞 → ob𝒟 together with morphisms 𝐹𝐴,𝐵 ∶ 𝒞(𝐴, 𝐵) → 𝒟(𝐹𝐴, 𝐹𝐵)
for each pair of objects 𝐴, 𝐵 ∈ ob𝒞, in such a way that is compatible with identities and
composition.

Definition. Let 𝐹, 𝐺 ∶ 𝒞 ⇉ 𝒟 be ℰ-enriched functors between ℰ-enriched categories. An
ℰ-enriched natural transformation 𝐹 → 𝐺 assigns a morphism 𝜃𝐴 ∶ 𝐼 → 𝒟(𝐹𝐴,𝐺𝐴) to each
𝐴 ∈ ob𝒞, satisfying the naturality condition

𝒞(𝐴, 𝐵) 𝒟(𝐹𝐴, 𝐹𝐵) 𝐼 ⊗ 𝐷(𝐹𝐴, 𝐹𝐵)

𝒟(𝐺𝐴,𝐺𝐵) 𝒟(𝐹𝐵, 𝐺𝐵) ⊗𝒟(𝐹𝐴, 𝐹𝐵)

𝒟(𝐺𝐴,𝐺𝐵) ⊗ 𝐼 𝒟(𝐺𝐴,𝐺𝐵) ⊗𝒟(𝐹𝐴,𝐺𝐴) 𝒟(𝐹𝐴,𝐺𝐵)

𝐹𝐴,𝐵 𝜆−1

𝜃𝐵⊗1

𝜅

𝐺𝐴,𝐵

𝜌−1

1⊗𝜃𝐴 𝜅
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If 𝒞 is an ℰ-enriched category, its underlying ordinary category |𝒞| is the category where the
objects are those of 𝒞, the morphisms 𝐴 → 𝐵 are the morphisms 𝐼 → 𝒞(𝐴, 𝐵) in ℰ, where
the identity morphisms are given by 𝜄𝐴, and the composition of 𝑔 ∶ 𝐶 → 𝐵 and 𝑓 ∶ 𝐴 → 𝐵
given by

𝐼 𝐼 ⊗ 𝐼 𝒞(𝐵, 𝐶) ⊗ 𝒞(𝐴, 𝐵) 𝒞(𝐴, 𝐶)
𝜆−1𝐼 𝑔⊗𝑓 𝜅

One can check that this indeed forms a category. An ℰ-enrichment of an ordinary category
𝒞0 is an ℰ-enriched category 𝒞 such that |𝒞| ≅ 𝒞0.
Example. (i) A category enriched over (Set, ×, 1) is a locally small category.
(ii) A category enriched over the poset 2 = {0, 1} with 0 < 1 is a preorder.
(iii) A category enriched over (Cat, ×, 1) is a 2-category. Its morphisms or 1-arrows 𝐴 → 𝐵

are the objects of a category 𝒞(𝐴, 𝐵). It has 2-arrows between parallel pairs 𝑓, 𝑔 ∶
𝐴 ⇉ 𝐵, which are the morphisms 𝑓 → 𝑔 in the category 𝒞(𝐴, 𝐵). Cat is a 2-category,
by taking the 2-arrows to be the natural transformations. The category of small ℰ-
enriched categories with ℰ-enriched functors is a 2-category.

(iv) A category enriched over (AbGp,⊗, ℤ) is an additive category.
(v) If ℰ is a right closed monoidal category, it has a canonical enrichment structure over

itself. Takeℰ(𝐴, 𝐵) to be [𝐴, 𝐵], where [𝐴, −] is the right adjoint of (−)⊗𝐴. The identity
𝐼 → [𝐴, 𝐴] is the transpose 𝜆𝐴 ∶ 𝐼 ⊗𝐴 → 𝐴, and the composition 𝜅 is the transpose of

([𝐵, 𝐶] ⊗ [𝐴, 𝐵]) ⊗ 𝐴 [𝐵, 𝐶] ⊗ ([𝐴, 𝐵] ⊗ 𝐴) [𝐵, 𝐶] ⊗ 𝐵 𝐶𝛼 1⊗ev ev

where ev is the evaluation map, which is precisely the counit of the adjunction.

(vi) A one-object ℰ-enriched category is an (internal) monoid in ℰ; it consists of an object
𝑀 of ℰ, equipped with morphisms 𝑒 ∶ 𝐼 → 𝑀 and𝑚 ∶ 𝑀⊗𝑀 → 𝑀 satisfying the left
and right unit laws and the associativity law.

(a) An internal monoid in Set is a monoid.

(b) An internal monoid in AbGp is a ring.

(c) An internal monoid in Cat is a strict monoidal category.

(d) An internal monoid in [𝒞, 𝒞] is a monad on 𝒞.
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7. Additive and abelian categories
7.1. Additive categories
In this section, we will study categories enriched over (AbGp,⊗, ℤ); these are called addit-
ive categories. We will also consider other weaker enrichments: a category enriched over
(Set⋆, ∧, 2) is called pointed, and a category enriched over (CMon,⊗, ℕ), where CMon is
the category of commutative monoids, is called semi-additive.

In a pointed category 𝒞, each 𝒞(𝐴, 𝐵) has a distinguished element 0, and all composites
with zero morphisms are zero morphisms. In a semi-additive category 𝒞, each 𝒞(𝐴, 𝐵) has
a binary addition operation which is associative, commutative, and has an identity 0. Com-
position in a semi-additive category is bilinear, so (𝑓 + 𝑔)(ℎ + 𝑘) = 𝑓ℎ + 𝑔ℎ + 𝑓𝑘 + 𝑔𝑘
whenever the composites are defined. In an additive category, each morphism 𝑓 ∈ 𝒞(𝐴, 𝐵)
has an additive inverse −𝑓 ∈ 𝒞(𝐴, 𝐵).
Lemma. (i) For an object 𝐴 in a pointed category 𝒞, the following are equivalent.

(a) 𝐴 is a terminal object of 𝒞.
(b) 𝐴 is an initial object of 𝒞.
(c) 1𝐴 = 0 ∶ 𝐴 → 𝐴.

(ii) For objects 𝐴, 𝐵, 𝐶 in a semi-additive category 𝒞, the following are equivalent.
(a) there exist morphisms 𝜋1 ∶ 𝐶 → 𝐴 and 𝜋2 ∶ 𝐶 → 𝐵 making 𝐶 into a product of

𝐴 and 𝐵;
(b) there exist morphisms 𝜈1 ∶ 𝐴 → 𝐶 and 𝜈2 ∶ 𝐵 → 𝐶 making 𝐶 into a coproduct

of 𝐴 and 𝐵;
(c) there exist morphisms 𝜋1 ∶ 𝐶 → 𝐴,𝜋2 ∶ 𝐶 → 𝐵, 𝜈1 ∶ 𝐴 → 𝐶, 𝜈2 ∶ 𝐵 → 𝐶

satisfying

𝜋1𝜈1 = 1𝐴; 𝜋2𝜈2 = 1𝐵; 𝜋1𝜈2 = 0; 𝜋2𝜈1 = 0; 𝜈1𝜋1 + 𝜈2𝜋1 = 1𝐶

Proof. In each part, as (a) and (b) are dual and (c) is self-dual, it suffices to prove the equi-
valence of (a) and (c).

Part (i). If 𝐴 is terminal, then it has exactly one morphism 𝐴 → 𝐴, so this must be the
zero morphism. Conversely, if 1𝐴 = 0, then 𝐴 is terminal, as for any 𝑓 ∶ 𝐵 → 𝐴, we have
𝑓 = 1𝐴𝑓 = 0𝑓 = 0, so the only morphism 𝐵 → 𝐴 is the zero morphism.

Part (ii). If (a) holds, take 𝜈1, 𝜈2 to be defined by the first four equations in (c); it suffices to
verify the last equation, 𝜈1𝜋1 + 𝜈2𝜋2 = 1𝐶 . Composing with 𝜋1,

𝜋1𝜈1𝜋1 = 1𝐴𝜋1 + 0𝜋2 = 𝜋1
and similarly, composing with 𝜋2 gives 𝜋2. So by uniqueness of factorisations through limit
cones, 𝜈1𝜋1+𝜈2𝜋2must be the identity. Conversely, if (c) holds, given a pair 𝑓 ∶ 𝐷 → 𝐴 and
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𝑔 ∶ 𝐷 → 𝐵, the morphism
ℎ = 𝜈1𝑓 + 𝜈2𝑔

satisfies
𝜋1ℎ = 1𝐴𝑓 + 0𝑔 = 𝑓; 𝜋2ℎ = 0𝑓 + 1𝐴𝑔 = 𝑔

giving a factorisation, and if ℎ′ also satisfies these equations, then

ℎ′ = (𝜈1𝜋1 + 𝜈2𝜋2)ℎ′ = 𝜈1𝑓 + 𝜈2𝑔 = ℎ

so the factorisation is unique.

In any category, an object which is both initial and terminal is called a zero object, denoted
0. An object that is a product and a coproduct of 𝐴 and 𝐵 is called a biproduct, denoted
𝐴⊕ 𝐵.

Lemma. Let 𝒞 be a locally small category.

(i) If 𝒞 has a zero object, then it has a unique pointed structure.

(ii) Suppose 𝒞 has a zero object and has binary products and coproducts. Suppose further
that for each pair 𝐴, 𝐵 ∈ ob𝒞, the canonical morphism 𝑐 ∶ 𝐴+ 𝐵 → 𝐴×𝐵 defined by

𝜋𝑖𝑐𝜈𝑗 = {1 if 𝑖 = 𝑗
0 if 𝑖 ≠ 𝑗

is an isomorphism. Then 𝒞 has a unique semi-additive structure.

We adopt the convention that morphisms into a product are denoted with column vectors,
and morphisms out of a product are denoted with row vectors.

Proof. Part (i). The unique morphism 0 → 0 is both the identity and a zero morphism. So
for any two 𝐴, 𝐵 ∶ ob𝒞, the unique composite 𝐴 → 0 → 𝐵 must be the zero element of
𝒞(𝐴, 𝐵). We can define a pointed structure on 𝒞 in this way.

Part (ii). This technique is known as the Eckmann–Hilton argument. Given 𝑓, 𝑔 ∶ 𝐴 ⇉ 𝐵,
we define the left sum 𝑓 +ℓ 𝑔 to be the composite

𝐴 𝐵 × 𝐵 𝐵 + 𝐵 𝐵
(
𝑓
𝑔
)

𝑐−1 (1 1)

and the right sum 𝑓 +𝑟 𝑔 to be

𝐴 𝐴 × 𝐴 𝐵 + 𝐵 𝐵
(
1
1
)

𝑐−1 (𝑓 𝑔)
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Note that (𝑓 +ℓ 𝑔)ℎ = 𝑓ℎ +ℓ 𝑔ℎ, since

(𝑓𝑔) ℎ = (𝑓ℎ𝑔ℎ)

and similarly,
𝑘(𝑓 +𝑟 𝑔) = 𝑘𝑓 +𝑟 𝑘𝑔

So if we show that the two sums coincide, we obtain the required distributive laws. First,
note that 0 ∶ 𝐴 → 𝐵 is a two-sided identity for both +ℓ and +𝑟. For example, 𝑓 +ℓ 0 = 𝑓,
since

𝐴 𝐵 𝐵

𝐵 × 𝐵 𝐵 + 𝐵(
𝑓
0
)

𝑓

(
1
0
)

𝜈1

𝑐−1

1𝐵

(1 1)

commutes. Suppose we have morphisms 𝑓, 𝑔, ℎ, 𝑘 ∶ 𝐴 → 𝐵, and consider the composite

𝐴 𝐴 × 𝐴 𝐴 + 𝐴 𝐵 × 𝐵 𝐵 + 𝐵 𝐵
(
1
1
)

𝑐−1
(
𝑓 𝑔
ℎ 𝑘

)
𝑐−1 (1 1)

The composite of the first three factors is

(𝑓 +𝑟 𝑔
ℎ +𝑟 𝑘

)

so the whole composite is (𝑓 +𝑟 𝑔) +ℓ (ℎ +𝑟 𝑘). Evaluating from other end, we obtain

(𝑓 +𝑟 𝑔) +ℓ (ℎ +𝑟 𝑘) = (𝑓 +ℓ ℎ) +𝑟 (𝑔 +ℓ 𝑘)
This is known as the interchange law. Substituting 𝑔 = 𝑘 = 0, we obtain 𝑓 +ℓ 𝑘 = 𝑓 +𝑟 𝑘.
Substituting 𝑓 = 𝑘 = 0 (and dropping the subscripts) we obtain the commutative law 𝑔+ℎ =
ℎ + 𝑔. Substituting ℎ = 0, we obtain the associativity law (𝑓 + 𝑔) + 𝑘 = 𝑓 + (𝑔 + 𝑘).
For uniqueness, suppose we have some semi-additive structure + on 𝒞. Then 𝜈1𝜋1 + 𝜈2𝜋2
must be the inverse of 𝑐 = (1 0

0 1) ∶ 𝐴 + 𝐵 → 𝐴 × 𝐵, since

𝜈1𝜋1𝑐 = 𝜈1 (1 0) = (𝜈1 0) ; 𝜈2𝜋2𝑐 = (0 𝜈2)
so

(𝜈1𝜋1 + 𝜈2𝜋2)𝑐 = (𝜈1 + 0 0 + 𝜈2) = (𝜈1 𝜈2) = 1𝐴+𝐵
Hence the definitions of +ℓ and +𝑟 both reduce to +.

Note that if 𝒞 and𝒟 are semi-additive categories with finite biproducts, then a functor 𝐹 ∶
𝒞 → 𝒟 is semi-additive (that is, enriched over CMon) if and only if it preserves either
finite products or finite coproducts. In particular, if 𝐹 has either a left or right adjoint, then
it is semi-additive, and the adjunction is enriched over CMon; the bijection 𝒞(𝐴, 𝐺𝐵) →
𝒟(𝐹𝐴, 𝐵) is an isomorphism of commutative monoids, since the operations 𝐹(−) and (−)𝜖𝐵
both respect addition.
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7.2. Kernels and cokernels
Definition. Let 𝑓 ∶ 𝐴 → 𝐵 be a morphism in a pointed category 𝒞. The kernel of 𝑓 is the
equaliser of the pair (𝑓, 0); dually the cokernel is the coequaliser of (𝑓, 0). A monomorphism
that occurs as the kernel of a morphism is called normal.

In an additive category, the normal monomorphisms are precisely the regular monomorph-
isms, since the equaliser of (𝑓, 𝑔) is the kernel of 𝑓−𝑔. InGp, all inclusions of subgroups are
regular, but not all inclusions are normal, since a normal monomorphism corresponds to a
normal subgroup. In Set⋆, all surjections are regular epimorphisms, but (𝐴, 𝑎0) → (𝐵, 𝑏0) is
a normal epimorphism if 𝑓 is bijective on elements not mapped to 𝑏0. We say that a morph-
ism 𝑓 ∶ 𝐴 → 𝐵 is a pseudomonomorphism if its kernel is a zero morphism; that is, 𝑓𝑔 = 0
implies 𝑔 = 0.

Lemma. In a pointed category with kernels and cokernels, 𝑓 ∶ 𝐴 → 𝐵 is normal monic if
and only if 𝑓 ≅ ker coker𝑓.

Proof. If 𝑓 ≅ ker coker𝑓, it is clearly normal. Now suppose 𝑓 = ker 𝑔. Then 𝑔 factors
through the cokernel of 𝑓, so 𝑔(ker coker𝑓) = 0. Thus ker coker𝑓 ≤ 𝑓 in Sub(𝐵). But
(coker𝑓)𝑓 = 0, so 𝑓 ≤ ker coker𝑓, so they are isomorphic as subobjects of 𝐵.

Corollary. In a pointed category with kernels and cokernels, the operations ker and coker
induce an order-reversing bijection between isomorphism classes of normal subobjects and
isomorphism classes of normal quotients of any object.

Remark. For anymorphism 𝑓 ∶ 𝐴 → 𝐵 in such a category, ker coker𝑓 is the smallest normal
subobject of 𝐵 through which 𝑓 factors.

7.3. Abelian categories
Definition. An abelian category is an additive category with all finite limits and colimits.
Equivalently, an abelian category is a category with a zero object, finite biproducts, kernels,
and cokernels, such that all monomorphisms and epimorphisms are normal.

Example. (i) The categoryAbGp is abelian; more generally, for any ring 𝑅, the category
Mod𝑅 is abelian.

(ii) If𝒜 is abelian and 𝒞 is small, then [𝒞,𝒜] is abelian, with all structures defined point-
wise.

(iii) If𝒜 is abelian and 𝒞 is small and additive, then the category of additive functors 𝒞 →
𝒜, denoted Add(𝒞,𝒜), is also abelian, as it is closed under all of the structures on
[𝒞,𝒜]. Note that this covers the case of 𝑅-modules, as an additive category with a
single object is a ring, and the category of modules over such a ring is isomorphic to
the category of additive functors from this category to AbGp.
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Remark. If 𝑓 ∶ 𝐴 → 𝐵 in an abelian category, then ker coker𝑓 is the smallest subobject
𝐼 ↣ 𝐵 through which 𝑓 factors. This is called the image of 𝑓, denoted im𝑓 = ker coker𝑓.
The other part of the factorisation 𝐴 → 𝐼 is epic, as it cannot factor through the equaliser of
any nonequal parallel pair 𝐼 ⇉ 𝐶. Thus, it is also the smallest quotient of𝐴 throughwhich 𝑓
factors, so it is the coimage of 𝑓, given by coim𝑓 = coker ker𝑓. The composition𝐴 ↠ 𝐼 ↣ 𝐵
is the unique epi–mono factorisation of 𝑓.

To show that this factorisation is stable under pullback, it suffices to show that the pullback
of an epimorphism in an abelian category is epic, as the corresponding statement for mono-
morphisms has already been shown.

Lemma (flattening lemma). Consider a square

𝐴 𝐵

𝐶 𝐷

𝑓

ℎ𝑔

𝑘

in an abelian category 𝒜. Its flattening is the sequence

𝐴 𝐵 ⊕ 𝐶 𝐷
(
𝑓
𝑔
)

(ℎ −𝑘)

Then

(i) the square commutes if and only if the composite of the flattening (ℎ −𝑘) (𝑓𝑔) is the
zero morphism;

(ii) the square is a pullback if and only if (𝑓𝑔) = ker (ℎ −𝑘);

(iii) the square is a pushout if and only if (ℎ −𝑘) = coker (𝑓𝑔).

Proof. Part (i). The composite (ℎ −𝑘) (𝑓𝑔) is ℎ𝑓−𝑘𝑔, so it vanishes if and only if the square
commutes.

Part (ii). (𝑓𝑔) is the kernel of (ℎ −𝑘) if and only if

𝐴 𝐵

𝐶

𝑓

𝑔
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is universal among spans completing the cospan

𝐵

𝐶 𝐷
ℎ

𝑘

into a commutative square.

Part (iii). Follows by duality, taking care of the asymmetric negation.

Corollary. In an abelian category 𝒜, epimorphisms are stable under pullback.

Proof. Suppose we have a pullback square

𝐴 𝐵

𝐶 𝐷

𝑓

ℎ𝑔

𝑘

By part (ii) of the above result, (𝑓𝑔) = ker (ℎ −𝑘). But ℎ is an epimorphism, so (ℎ −𝑘) is

also an epimorphism. Thus (ℎ −𝑘) = coker (𝑓𝑔), so the square is also a pushout. We show
that 𝑔 is a pseudoepimorphism; this suffices as 𝒜 is additive. Suppose we have ℓ ∶ 𝐶 → 𝐸
with ℓ𝑔 = 0. Then (ℓ (𝐵 0−→ 𝐸)) factors uniquely through the pushout.

𝐴 𝐵

𝐶 𝐷

𝐸

𝑓

ℎ𝑔

𝑘

0

ℓ

𝑚

But then𝑚ℎ = 0 and ℎ is epic, so𝑚 = 0, giving ℓ = 𝑚𝑘 = 0.

Thus image factorisations are stable under pullback, and dually, under pushout.

7.4. Exact sequences
Definition. A sequence

⋯ 𝐴𝑛+1 𝐴𝑛 𝐴𝑛−1 ⋯𝑓𝑛+1 𝑓𝑛

in an abelian category 𝒜 is exact at 𝐴𝑛 if ker𝑓𝑛 = im𝑓𝑛+1. The entire sequence is said to be
exact if it is exact at every vertex.
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By duality, the sequence is exact at 𝐴𝑛 if and only if coker𝑓𝑛+1 = coim𝑓𝑛.
Example.

0 𝐴 𝐵 𝐶𝑓 𝑔

is exact at 𝐴 if and only if 𝑓 is monic, and is exact at 𝐴 and 𝐵 if and only if 𝑓 = ker 𝑔.
Definition. A functor between abelian categories 𝐹 ∶ 𝒜 → ℬ is exact if it preserves arbit-
rary exact sequences.

This implies that 𝐹 preserves kernels and cokernels, and the converse is true as images are
defined in terms of kernels and cokernels.

Definition. 𝐹 is left exact if it preserves exact sequences of the form

0 𝐴 𝐵 𝐶𝑓 𝑔

Proposition. Let 𝐹 ∶ 𝒜 → ℬ be a functor between abelian categories. Then

(i) 𝐹 is left exact if and only if it preserves all finite limits (and hence is additive);
(ii) 𝐹 is exact if and only if it is left exact and preserves epimorphisms.

Proof. Part (i). One direction is trivial as kernels are finite limits. Conversely, note that for
any 𝐴, 𝐵, the sequence

0 𝐴 𝐴⊕ 𝐵 𝐵 0
(
1
0
)

(0 1)

is exact, and conversely, if we have an exact sequence

0 𝐴 𝐶 𝐵 0𝑓 𝑔

and either 𝑓 is a split monomorphism or 𝑔 is a split epimorphism, then 𝐶 ≅ 𝐴⊕ 𝐵. Indeed,
suppose that 𝑓 is split, so 𝑟𝑓 = 1𝐴. Then 𝑔 = coker𝑓 = coker𝑓𝑟 is the equaliser of (1𝐶 −
𝑓𝑟, 1𝐶), so it is the epic part of a splitting of the idempotent 1𝐶−𝑓𝑟. If 𝑠 ∶ 𝐵 → 𝐶 is themonic
part of this splitting, then the four morphisms (𝑟, 𝑔, 𝑓, 𝑠) satisfy the equations of a biproduct.
So 𝐹 maps

0 𝐴 𝐴⊕ 𝐵 𝐵 0
(
1
0
)

(0 1)

to a sequence identifying 𝐹(𝐴 ⊕ 𝐵) as 𝐹𝐴 ⊕ 𝐹𝐵, and thus preserves biproducts. Hence 𝐹
preserves all finite limits.

Part (ii). If 𝐹 is left exact and preserves epimorphisms, then it preserves the exactness of
sequences of the form

0 𝐴 𝐶 𝐵 0𝑓 𝑔

Thus it preserves kernels and cokernels.
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7.5. The five lemma
Lemma. Suppose we have a commutative diagram in an abelian category

𝐴1 𝐴2 𝐴3 𝐴4 𝐴5

𝐵1 𝐵2 𝐵3 𝐵4 𝐵5

𝑓1 𝑓2 𝑓3 𝑓4

𝑢5𝑢1

𝑔1 𝑔2 𝑔3 𝑔4

𝑢2 𝑢3 𝑢4

where the rows are exact sequences. Then,

(i) if 𝑢1 is epic and 𝑢2, 𝑢4 are monic, then 𝑢3 is monic;
(ii) if 𝑢5 is monic and 𝑢2, 𝑢4 are spic, then 𝑢3 is epic.

Thus if 𝑢1, 𝑢2, 𝑢4, 𝑢5 are isomorphisms, 𝑢3 is an isomorphism.

Proof. By duality it suffices to show (i). We show 𝑢3 is a pseudomonomorphism. Suppose
we have 𝑥 ∶ 𝐶 → 𝐴3 with 𝑢3𝑥 = 0. Then 𝑢4𝑓3𝑥 = 𝑔4𝑢3𝑥 = 0, so as 𝑢4 is a monomorphism,
𝑓3𝑥 = 0. Hence 𝑥 factors through the kernel of 𝑓3, which is the image of 𝑓2. Form the
pullback of 𝑓2 and 𝑥 to obtain

𝐷 𝐶

𝐴1 𝐴2 𝐴3 𝐴4 𝐴5

𝐵1 𝐵2 𝐵3 𝐵4 𝐵5

𝑓1 𝑓2 𝑓3

𝑢1

𝑔1 𝑔2 𝑔3

𝑢2 𝑢3 𝑢4

𝑥

𝑦

𝑧

𝑔4

𝑓4

𝑢5

Then 𝑦 is also the pullback of this factorisation of 𝑥 along coim𝑓2, so 𝑦 is an epimorphism
as epimorphisms are stable under pullback. Then 𝑔2𝑢2𝑧 = 𝑢3𝑓2𝑧 = 𝑢3𝑥𝑦 = 0. Thus 𝑢2𝑧
factors through ker 𝑔2 = im 𝑔1. Consider the pullback square

𝐸 𝐷

𝐴1 𝐵2

𝑣

𝑢2𝑧𝑤

𝑔1𝑢1

So 𝑣 is epic, as it is the pullback of coim(𝑔1𝑢1).

𝐸 𝐷 𝐶

𝐴1 𝐴2 𝐴3 𝐴4 𝐴5

𝐵1 𝐵2 𝐵3 𝐵4 𝐵5

𝑓1 𝑓2 𝑓3

𝑢1

𝑔1 𝑔2 𝑔3

𝑢2 𝑢3 𝑢4

𝑥

𝑦

𝑧

𝑔4

𝑓4

𝑢5

𝑣

𝑤
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Thus 𝑢2𝑧𝑣 = 𝑔1𝑢1𝑤, and 𝑢2 is monic, so 𝑧𝑣 = 𝑓1𝑤. Then 𝑥𝑦𝑣 = 𝑓2𝑧𝑣 = 𝑓2𝑓1𝑤 = 0, and 𝑦𝑣 is
epic, hence 𝑥 = 0.

7.6. The snake lemma
Lemma. Consider a diagram in an abelian category

𝐵1 𝐵2 𝐵3 0

0 𝐶1 𝐶2 𝐶3

𝑣1 𝑣2 𝑣3

where the rows are exact and the squares commute. Then we obtain an exact sequence

Ker 𝑣1 Ker 𝑣2 Ker 𝑣3

𝐵1 𝐵2 𝐵3 0

0 𝐶1 𝐶2 𝐶3

Coker 𝑣1 Coker 𝑣2 Coker 𝑣3

𝑣1 𝑣2 𝑣3
𝑠

7.7. Complexes in abelian categories
Definition. Let𝒜 be an abelian category. A (chain) complex in𝒜 is an infinite sequence of
objects and morphisms

⋯ 𝐶𝑛+1 𝐶𝑛 𝐶𝑛−1 ⋯𝑑𝑛+1 𝑑𝑛

where the composite of any two consecutive morphisms is zero.

Note that a complex may be identified with an additive functor 𝒵 → 𝒜, where 𝒵 is the
additive category with ob𝒵 = ℤ and

𝒵(𝑛,𝑚) = {ℤ if𝑚 = 𝑛 or𝑚 = 𝑛 − 1
0 otherwise

Thus, complexes on 𝒜 are the objects of an abelian category c𝒜 = Add(𝒵,𝒜), where the
morphisms are natural transformations.
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Definition. Let 𝐶• be a complex. We define

(i) 𝑍𝑛(𝐶•) ↣ 𝐶𝑛 to be the kernel of 𝑑𝑛;

(ii) 𝐼𝑛(𝐶•) ↣ 𝐶𝑛 to be the image of 𝑑𝑛+1;

(iii) 𝑍𝑛(𝐶•) ↠ 𝐻𝑛(𝐶•) to be the cokernel of 𝐼𝑛(𝐶•) ↣ 𝑍𝑛(𝐶•).

We say that 𝐻𝑛(𝐶•) is the 𝑛th homology object of 𝐶•.

Note that 𝑍𝑛, 𝐼𝑛, 𝐻𝑛 are additive functors c𝒜 → 𝒜.

Lemma. The construction of 𝐻𝑛(𝐶•) is self-dual.

Proof. Write 𝐶𝑛 ↠ 𝑄𝑛(𝐶•) for the cokernel of 𝑑𝑛+1. Then we have the diagram

𝐶𝑛+1 𝐶𝑛 𝐶𝑛−1

𝐼𝑛 𝑍𝑛 𝐻𝑛 𝑄𝑛 𝐼𝑛−1

𝑑𝑛+1 𝑑𝑛

By definition, 𝐼𝑛 → 𝐶𝑛 is ker(𝐶𝑛 → 𝑄𝑛). As 𝑍𝑛 → 𝐶𝑛 is a monomorphism, 𝐼𝑛 → 𝑍𝑛 is
ker(𝑍𝑛 → 𝐶𝑛 → 𝑄𝑛). Hence 𝑍𝑛 → 𝐻𝑛 is coim(𝑍𝑛 → 𝑄𝑛), so we obtain

𝐶𝑛+1 𝐶𝑛 𝐶𝑛−1

𝐼𝑛 𝑍𝑛 𝐻𝑛 𝑄𝑛 𝐼𝑛−1

𝑑𝑛+1 𝑑𝑛

and 𝑍𝑛 ↠ 𝐻𝑛 ↣ 𝑄𝑛 is the image factorisation of 𝑍𝑛 → 𝑄𝑛.

Theorem (Mayer–Vietoris sequence). Supposewehave a short exact sequence of complexes
in 𝒜.

0 𝐴• 𝐵• 𝐶• 0𝑓• 𝑔•

Then there is a long exact sequence of homology objects

⋯ 𝐻𝑛(𝐴•) 𝐻𝑛(𝐵•) 𝐻𝑛(𝐶•) 𝐻𝑛−1(𝐴•) 𝐻𝑛−1(𝐵•) 𝐻𝑛−1(𝐶•) ⋯𝐻𝑛(𝑓•) 𝐻𝑛(𝑔•) 𝐻𝑛−1(𝑓•) 𝐻𝑛−1(𝑔•)

Proof. First, we apply the snake lemma to

0 𝐴𝑛+1 𝐵𝑛+1 𝐶𝑛+1 0

0 𝐴𝑛 𝐵𝑛 𝐶𝑛 0

𝑔𝑛+1

𝑓𝑛 𝑔𝑛

𝑓𝑛+1
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to obtain exact sequences

0 𝑍𝑛+1(𝐴•) 𝑍𝑛+1(𝐵•) 𝑍𝑛+1(𝐶•)

and
𝑄𝑛(𝐴•) 𝑄𝑛(𝐵•) 𝑄𝑛(𝐶•) 0

Thus 𝑍𝑛 is a left exact functor and 𝑄𝑛 is right exact. We now apply the snake lemma again
to the diagram

𝑄𝑛+1(𝐴•) 𝑄𝑛+1(𝐵•) 𝑄𝑛+1(𝐶•) 0

0 𝑍𝑛(𝐴•) 𝑍𝑛(𝐵•) 𝑍𝑛(𝐶•)

Here, the cokernel of 𝑄𝑛+1 → 𝑍𝑛 coincides with that of 𝐼𝑛 → 𝑍𝑛 as 𝑄𝑛+1 → 𝐼𝑛 is epic. Their
kernels coincide with 𝐻𝑛+1 → 𝑄𝑛+1 as homology is self-dual. Hence we obtain

𝐻𝑛+1(𝐴•) 𝐻𝑛+1(𝐵•) 𝐻𝑛+1(𝐶•) 𝐻𝑛(𝐴•) 𝐻𝑛(𝐵•) 𝐻𝑛(𝐶•)

as required.

Note that 𝑍𝑛 ∶ c𝒜 → 𝒜 is the right adjoint to the functor 𝐴 ↦ 𝐴[𝑛], where 𝐴[𝑛] is the
complex that has 𝐴 in dimension 𝑛 and 0 everywhere else; this gives another proof that 𝑍 is
left exact. Dually, 𝑄𝑛 is the left adjoint to this functor.

Definition. Let 𝑓•, 𝑔• ∶ 𝐶• ⇉ 𝐷• be two morphisms of c𝒜. A homotopy from 𝑓• to 𝑔• is a
sequence of morphisms ℎ𝑛 ∶ 𝐶𝑛 → 𝐷𝑛+1 such that

𝑔𝑛 − 𝑓𝑛 = 𝑑𝑛+1ℎ𝑛 + ℎ𝑛−1𝑑𝑛

for all 𝑛. We say that 𝑓•, 𝑔• are homotopic and write 𝑓• ≃ 𝑔• if there exists such a sequence ℎ•.
Homotopy is an equivalence relation on morphisms of c𝒜. It is a congruence, as it is com-
patible with composition on both sides; indeed, if 𝑘• ∶ 𝐷• → 𝐸•, and ℎ• ∶ 𝑓• ≃ 𝑔•, then the
morphisms 𝑘𝑛+1ℎ𝑛 form a homotopy 𝑘•𝑓• → 𝑘•𝑔•, and similarly for the other side. We write
h𝒜 for the quotient of c𝒜 by the homotopy congruence. Also, homotopy is compatible with
addition, by adding the relevant homotopies, so the quotient category inherits an additive
structure, and the quotient c𝒜 → h𝒜 is an additive functor. In particular, h𝒜 has finite
biproducts, although it is not an abelian category.

Lemma. If 𝑓• ≃ 𝑔• ∶ 𝐶• ⇉ 𝐷•, then 𝐻𝑛(𝑓•) = 𝐻𝑛(𝑔•) for all 𝑛.
Thus, the 𝐻𝑛 can be regarded as additive functors h𝒜 → 𝒜.

Proof. Let ℎ• be a homotopy from 𝑓• to 𝑔•, so 𝑔𝑛 − 𝑓𝑛 = 𝑑𝑛+1ℎ𝑛 + ℎ𝑛−1𝑑𝑛. Then 𝑍𝑛(𝑔•) −
𝑍𝑛(𝑓•) is the restriction of 𝑑𝑛+1ℎ𝑛 to 𝑍𝑛(𝐶•), since ℎ𝑛−1𝑑𝑛 is zero on this subobject. Similarly,
𝐻𝑛(𝑔•) − 𝐻𝑛(𝑓•) is zero, as 𝑑𝑛+1ℎ𝑛 vanishes when factoring through the quotient.
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7.8. Projective resolutions
Definition. A category 𝒞 has enough projectives if for every object 𝐴, there exists an epi-
morphism 𝑃 ↠ 𝐴 where 𝑃 is projective.

Note that this holds inAbGp andMod𝑅 for any commutative ring 𝑅, because free modules
are projective, and every module can be written as a quotient of a free module.

Definition. Let𝒜 be an abelian category and let𝐴 be an object of𝒜. A projective resolution
of 𝐴 is a complex 𝑃• where the objects 𝑃𝑛 are projective, 𝑃𝑛 = 0 for all 𝑛 < 0, and

𝐻𝑛(𝑃•) = {𝐴 if 𝑛 = 0
0 otherwise

Equivalently, a projective resolution is an exact sequence

⋯ 𝑃2 𝑃1 𝑃0 𝐴 0

where the 𝑃𝑖 are projective.

Lemma. Let𝒜 be an abelian category that has enough projectives. Then every object of𝒜
has a projective resolution.

Proof. Given an object𝐴, choose some projective object 𝑃0with an epimorphism 𝑃0 ↠ 𝐴. Let
𝐾0 ↣ 𝑃0 be its kernel, and choose 𝑃1 to be a projective object with an epimorphism 𝑃1 ↠ 𝐾0,
then continue by induction.

Lemma. Suppose 𝑃•, 𝑄• are projective resolutions of objects 𝐴, 𝐵. Then for any 𝑓 ∶ 𝐴 → 𝐵,
there is a morphism of complexes 𝑓• ∶ 𝑃• → 𝑄• with 𝐻•(𝑓•) = 𝑓. Moreover, any two such
morphisms 𝑃• → 𝑄• are homotopic.

Proof. Consider the diagram

𝑃2 𝐾1 𝑃1 𝐾0 𝑃0 𝐴

𝑄2 𝐿1 𝑄1 𝐿0 𝑄0 𝐵
𝑓

By projectivity of 𝑃0, we obtain 𝑓0 completing the right-hand square.

𝑃2 𝐾1 𝑃1 𝐾0 𝑃0 𝐴

𝑄2 𝐿1 𝑄1 𝐿0 𝑄0 𝐵
𝑓𝑓0
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The morphism 𝑃1 → 𝑃0 → 𝐴 is zero by exactness, so 𝑃1 → 𝑃0 → 𝑄0 → 𝐵 is also zero. Thus
𝑃1 → 𝑄0 factors through the kernel 𝐿0 → 𝑄0. We then obtain 𝑓1 by projectivity.

𝑃2 𝐾1 𝑃1 𝐾0 𝑃0 𝐴

𝑄2 𝐿1 𝑄1 𝐿0 𝑄0 𝐵
𝑓𝑓0𝑓1

Continue by induction.

Now suppose we have another morphism of chains 𝑔• with𝐻0(𝑔•) = 𝑓. Then 𝑔0−𝑓0 factors
through 𝐿0 → 𝑄0 as they have the same composite with 𝑄0 → 𝐵. Thus we obtain

𝑃2 𝐾1 𝑃1 𝐾0 𝑃0 𝐴

𝑄2 𝐿1 𝑄1 𝐿0 𝑄0 𝐵
𝑓ℎ0

where 𝑑′1ℎ0 = 𝑔0 − 𝑓0. Then
𝑑′1(𝑔1 − 𝑓1 − ℎ0𝑑1) = 𝑑′1𝑔1 − 𝑑′1𝑓1 − 𝑑′1ℎ0𝑑1 = 𝑔0𝑑1 − 𝑓0𝑑1 − 𝑑′1ℎ0𝑑1 = 0

Hence 𝑔1 − 𝑓1 − ℎ0𝑑1 factors through 𝐿1 → 𝑄1, so we obtain ℎ1 as follows.

𝑃2 𝐾1 𝑃1 𝐾0 𝑃0 𝐴

𝑄2 𝐿1 𝑄1 𝐿0 𝑄0 𝐵
𝑓ℎ0ℎ1

Then 𝑑′2ℎ1 + ℎ0𝑑1 = 𝑔1 − 𝑓1 as required. Continue similarly by induction to construct all
components of the homotopy.

Thus construction of projective resolution is a functor. Note that in this proof we never
made use of projectivity of 𝑄•. In particular, this shows that the construction of projective
resolutions is left adjoint to𝐻0 ∶ 𝒞 → 𝒜where𝒞 ⊆ h𝒜 is the full subcategory on complexes
𝐶• for which 𝐻𝑛(𝐶•) = 0 for all 𝑛 > 0.

7.9. Derived functors
Let 𝐹 ∶ 𝒜 → ℬ be an additive functor between abelian categories. Then 𝐹 extends to a
functor c𝐹 ∶ c𝒜 → cℬ which respects homotopy. Hence 𝐹 induces a functor h𝐹 ∶ h𝒜 →
hℬ.
Definition. Let 𝐹 ∶ 𝒜 → ℬ be an additive functor between abelian categories, and suppose
𝒜 has enough projectives. Then the left derived functor 𝐿𝑛𝐹 of 𝐹 is the composite

𝒜 h𝒜 hℬ ℬPR h𝐹 𝐻𝑛

for any 𝑛 ≥ 0, where PR is the projective resolution functor.
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Note that if 𝐹 is exact, we have 𝐿0𝐹 ≅ 𝐹 and 𝐿𝑛𝐹 = 0 for 𝑛 > 0. More generally, if 𝐹 is right
exact, then it preserves exactness of

𝑃1 𝑃0 𝐴 0

for any projective resolution 𝑃• of 𝐴. In particular, 𝐿0𝐹 ≅ 𝐹 in this case.

Lemma. Let

0 𝐴 𝐵 𝐶 0𝑓 𝑔

be a short exact sequence in an abelian category 𝒜 with enough projectives. Then we can
choose projective resolutions 𝑃•, 𝑄•, 𝑅• of𝐴, 𝐵, 𝐶 andmorphisms 𝑓•, 𝑔• extending 𝑓, 𝑔making
the sequence

0 𝑃• 𝑄• 𝑅• 0𝑓• 𝑔•

exact. Moreover, the exactness of this sequence is preserved by arbitrary additive functors.

Proof. We choose 𝑃•, 𝑅• arbitrarily, and take𝑄𝑛 = 𝑃𝑛⊕𝑅𝑛; this is projective as the coproduct
of projective objects is projective. Consider the diagram

⋯ 𝑃1 𝐾0 𝑃0 𝐴

𝑃0 ⊕𝑅0 𝐵

⋯ 𝑅1 𝑀0 𝑅0 𝐶

𝑓

𝑔

𝑒1

𝑒3

(
1
0
)

(0 1)

By projectivity of 𝑅0, we obtain ℎ ∶ 𝑅0 → 𝐵, and so we define 𝑒2 = (𝑓𝑒1 ℎ).

⋯ 𝑃1 𝐾0 𝑃0 𝐴

𝑃0 ⊕𝑅0 𝐵

⋯ 𝑅1 𝑀0 𝑅0 𝐶

𝑓

𝑔

𝑒1

𝑒3

ℎ

𝑒2

This makes both right-hand squares commute:

𝑒2 (
1
0) = 𝑓𝑒1; 𝑔𝑒2 = (𝑔𝑓𝑒 𝑔ℎ) = (0 𝑒3)

80



7. Additive and abelian categories

To show 𝑒2 is epic, suppose we have a morphism 𝑘 ∶ 𝐵 → 𝐷 such that 𝑘𝑒2 = 0.

⋯ 𝑃1 𝐾0 𝑃0 𝐴

𝑃0 ⊕𝑅0 𝐵 𝐷

⋯ 𝑅1 𝑀0 𝑅0 𝐶

𝑓

𝑔

𝑒1

𝑒3

𝑒2 𝑘

Then 𝑘𝑓𝑒1 = 0, so 𝑘 factors as ℓ𝑔 for some ℓ.

⋯ 𝑃1 𝐾0 𝑃0 𝐴

𝑃0 ⊕𝑅0 𝐵 𝐷

⋯ 𝑅1 𝑀0 𝑅0 𝐶

𝑓

𝑔

𝑒1

𝑒3

𝑒2 𝑘

ℓ

Now ℓ𝑒3 (0 1) = ℓ𝑔𝑒2 = 𝑘𝑒2 = 0, so ℓ = 0 as 𝑒3 and (0 1) are pseudoepimorphisms. Thus
𝑘 = 0. Forming the kernel, we obtain

⋯ 𝑃1 𝐾0 𝑃0 𝐴

𝐿0 𝑃0 ⊕𝑅0 𝐵

⋯ 𝑅1 𝑀0 𝑅0 𝐶

𝑓

𝑔

𝑒1

𝑒3

𝑒2

Applying the snake lemma to the diagram

0

𝐾0 𝑃0 𝐴

𝐿0 𝑃0 ⊕𝑅0 𝐵

𝑀0 𝑅0 𝐶

0

𝑓

𝑔

𝑒1

𝑒3

𝑒2
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the left-hand column extends to a short exact sequence.

0 𝐾0 𝐿0 𝑀0 0

Hence, as before, we can define an epimorphism 𝑃1 ⊕ 𝑅1 → 𝐿0 making the two left-hand
squares commute.

⋯ 𝑃1 𝐾0 𝑃0 𝐴

𝑃1 ⊕𝑅1 𝐿0 𝑃0 ⊕𝑅0 𝐵

⋯ 𝑅1 𝑀0 𝑅0 𝐶

𝑓

𝑔

𝑒1

𝑒3

𝑒2
(
1
0
)

(0 1)

Continue by induction. As the columns

0 𝑃𝑛 𝑄𝑛 𝑅𝑛 0

are biproduct diagrams, they are preserved by arbitrary additive functors.

This proof does not show that 𝑄• ≅ 𝑃• ⊕ 𝑅• in c𝒜. Indeed, if it were, then 𝑑′𝑛 ∶ 𝑄𝑛 → 𝑄𝑛−1
would have matrix

(𝑑𝑛 0
0 𝑑″𝑛

)

where 𝑑𝑛 ∶ 𝑃𝑛 → 𝑃𝑛−1 and 𝑑″𝑛 ∶ 𝑅𝑛 → 𝑅𝑛−1. Our construction above was of the form

(𝑑𝑛 𝑥
0 𝑑″𝑛

)

Theorem. Let 𝐹 ∶ 𝒜 → ℬ be an additive functor between abelian categories, and suppose
𝒜 has enough projectives. Then, for any short exact sequence

0 𝐴 𝐵 𝐶 0𝑓 𝑔

in 𝒜, we obtain an exact sequence

⋯ 𝐿1𝐹𝐴 𝐿1𝐹𝐵 𝐿1𝐹𝐶 𝐿0𝐹𝐴 𝐿0𝐹𝐵 𝐿0𝐹𝐶 0

Proof. Choose projective resolutions 𝑃•, 𝑄•, 𝑅• for 𝐴, 𝐵, 𝐶 as above. Then applying 𝐹, we
obtain an exact sequence of complexes

0 𝐹𝑃• 𝐹𝑄• 𝐹𝑅• 0

in ℬ. Then the result follows from the Mayer–Vietoris sequence.

In particular, 𝐿0𝐹 is always right exact, so 𝐿0𝐹 ≅ 𝐹 if and only if 𝐹 is right exact.
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1. Chain conditions
1.1. Modules
In this course, a ring is taken to mean a commutative unital ring 𝑅. We do however allow
for one noncommutative exception, the endomorphism ring End(𝑀) of an abelian group𝑀.
This is a ring where composition is the multiplication operation.

Definition. An 𝑅-module is an abelian group𝑀 with a fixed ring homomorphism 𝜌 ∶ 𝑅 →
End(𝑀). If 𝑟 ∈ 𝑅 and𝑚 ∈ 𝑀, we define 𝑟 ⋅ 𝑚 = 𝜌(𝑟)(𝑚).
Remark. Note that as 𝜌(𝑟) is a group homomorphism,

𝑟(𝑚1 +𝑚2) = 𝜌(𝑟)(𝑚1 +𝑚2) = 𝜌(𝑟)(𝑚1) + 𝜌(𝑟)(𝑚2) = 𝑟 ⋅ 𝑚1 + 𝑟 ⋅ 𝑚2

Also, as 𝜌 is a ring homomorphism,

(𝑟1 + 𝑟2)𝑚 = 𝜌(𝑟1 + 𝑟2)(𝑚) = (𝜌(𝑟1) + 𝜌(𝑟2))𝑚 = 𝑟1 ⋅ 𝑚 + 𝑟2 ⋅ 𝑚

Example. (i) Let 𝑘 be a field. Then a 𝑘-module is a 𝑘-vector space.
(ii) Every abelian group 𝑀 is a ℤ-module in a unique way, because the morphism ℤ →

End𝑀 must map 1 to id.
(iii) Every ring 𝑅 is an 𝑅-module, by taking 𝜌(𝑟) = 𝑟0 ↦ 𝑟0𝑟.
Definition. The direct product of abelian groups (𝑀𝑖)𝑖∈𝐼 is the set of 𝐼-tuples (𝑎𝑖)𝑖∈𝐼 where
𝑎𝑖 ∈ 𝑀𝑖, with elementwise addition as the group operation.

Definition. The direct sum of abelian groups (𝑀𝑖)𝑖∈𝐼 is the set of 𝐼-tuples (𝑎𝑖)𝑖∈𝐼 where
𝑎𝑖 ∈ 𝑀𝑖 and all but finitely many of the 𝑎𝑖 are zero, again with elementwise addition as the
group operation.

Direct products are written∏𝑖∈𝐼𝑀𝑖, and direct sums are written⨁𝑖∈𝐼𝑀𝑖. These construc-
tions coincide if the index set 𝐼 is finite. Direct products and direct sums of 𝑅-modules are
also 𝑅-modules.
The universal property of the direct sum states that each collection of module homomorph-
isms 𝜑𝑖 ∶ 𝑀𝑖 → 𝑅 can be combined into a unique homomorphism 𝜑 ∶ ⨁𝑖∈𝐼𝑀𝑖 → 𝑅.
Similarly, the universal property of the direct product states that each collection of module
homomorphisms 𝜑𝑖 ∶ 𝑅 → 𝑀𝑖 can be combined into a unique homomorphism 𝜑 ∶ 𝑅 →
∏𝑖∈𝐼𝑀𝑖.

1.2. Noetherian and Artinian modules
Definition. An 𝑅-module𝑀 is Noetherian if one of the following conditions holds.

(i) Every ascending chain of submodules𝑀0 ⊆ 𝑀1 ⊆ ⋯ inside𝑀 stabilises. That is, for
some 𝑘, every 𝑗 ∈ ℕ has𝑀𝑘+𝑗 = 𝑀𝑘.

86



1. Chain conditions

(ii) Every nonempty set Σ of submodules of𝑀 has a maximal element.

Lemma. The two conditions above are equivalent.

Proof. (i) implies (ii). Let Σ be a nonempty set of submodules of 𝑀. If it has no maximal
element, then for each 𝑀′ ∈ Σ there exists 𝑀″ ∈ Σ with 𝑀′ ⊊ 𝑀″. We can then use the
axiom of choice to pick a sequence𝑀0 ⊊ 𝑀1 ⊊ 𝑀2 ⊊ ⋯ of elements in Σ. This contradicts
(i).

(ii) implies (i). Let 𝑀0 ⊆ 𝑀1 ⊆ ⋯ be an ascending chain of submodules in 𝑀. Then let
Σ = {𝑀0,𝑀1,… }. This has a maximal element𝑀𝑘 by (ii). Then for all 𝑗 ∈ ℕ,𝑀𝑘+𝑗 = 𝑀𝑘 as
required.

Definition. 𝑀 is Artinian if one of the following conditions holds.

(i) Every descending chain of submodules𝑀0 ⊇ 𝑀1 ⊇ ⋯ inside𝑀 stabilises.

(ii) Every nonempty set Σ of submodules of𝑀 has a minimal element.

Again, both conditions are equivalent.

Lemma. An 𝑅-module𝑀 is Noetherian if and only if every submodule of𝑀 is finitely gen-
erated.

Proof. Suppose 𝑀 is Noetherian, and let 𝑁 ⊆ 𝑀 be a submodule. Pick 𝑚1 ∈ 𝑁, and con-
sider the submodule 𝑀1 ⊆ 𝑁 generated by 𝑚1. If 𝑀1 = 𝑁, then we are done. Otherwise,
pick 𝑚2 ∈ 𝑀1 ∖ 𝑁, and consider 𝑀2 ⊆ 𝑁 generated by 𝑚2. This construction will always
terminate, as if it did not, we would have constructed an infinite strictly ascending chain of
submodules of𝑀, contradicting that𝑀 is Noetherian.

Now suppose every submodule of 𝑀 is finitely generated, and let 𝑀0 ⊆ 𝑀1 ⊆ ⋯ be an
ascending chain of submodules of 𝑀. Let 𝑁 = ⋃∞

𝑖=0𝑀𝑖; this is a submodule of 𝑀 as the
𝑀𝑖 form a chain. Then 𝑁 is finitely generated, say, by generators 𝑚1,… ,𝑚𝑘 ∈ 𝑁. As the
𝑀𝑖 form a chain increasing to 𝑁, there exists 𝑛 such that 𝑚1,… ,𝑚𝑘 ∈ 𝑀𝑛. In particular,
𝑁 ⊆ 𝑀𝑛 ⊆ 𝑁, so𝑀𝑛 = 𝑁. Thus the chain stabilises.

Note that everyNoetherianmodule is finitely generated. Let𝑅 = ℤ[𝑇1, 𝑇2,… ], and let𝑀 = 𝑅
as an 𝑅-module. 𝑀 is generated by 1𝑅, so in particular it is finitely generated. But it has a
submodule ⟨𝑇1, 𝑇2,… ⟩ that is not finitely generated. So in the above lemma we indeed must
check every submodule.

Definition. Aring𝑅 is Noetherian (respectivelyArtinian) if𝑅 is Noetherian (resp. Artinian)
as an 𝑅-module.
Example. (i) ℤ over itself is a Noetherian module as it is a principal ideal domain, but

it is not an Artinian module because we can take the chain (2) ⊋ (4) ⊋ (8) ⊋ ⋯.

(ii) ℤ is similarly a Noetherian ring but not an Artinian ring by unfolding the definition
and using (i).
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(iii) ℤ[
1
2
]⟋ℤ is an Artinian ℤ-module but not a Noetherian ℤ-module. This can be seen

from the fact that the only submodules are of the form ( 1
2𝑘
+ ℤ) for 𝑘 ∈ ℕ.

(iv) In fact, a ring 𝑅 is Artinian if and only if 𝑅 is Noetherian and 𝑅 has Krull dimension 0.

1.3. Exact sequences
Definition. A sequence

⋯ 𝑀𝑖−1 𝑀𝑖 𝑀𝑖+1 ⋯𝑓𝑖 𝑓𝑖+1

is exact if the image of 𝑓𝑖 is equal to the kernel of 𝑓𝑖+1 for each 𝑖, where the𝑀𝑖 are modules
and the 𝑓𝑖 are module homorphisms.

Definition. A short exact sequence is an exact sequence of the form

0 𝑀′ 𝑀 𝑀″ 0injective surjective

In this situation,𝑀″ ≃ 𝑀⟋𝑖(𝑀′). This is a way to encode𝑀″ as a quotient by a submodule.

Lemma. Let
0 𝑁 𝑀 𝐿 0𝜄 𝜑

be a short exact sequence of 𝑅-modules. Then𝑀 is Noetherian (resp. Artinian) if and only
if both 𝑁 and 𝐿 are Noetherian (resp. Artinian).

Proof. We show the statement for Noetherian modules.

Suppose 𝑀 is Noetherian. If 𝑁0 ⊆ 𝑁1 ⊆ ⋯ is an ascending chain of submodules inside 𝑁,
then by taking images,

𝜄(𝑁0) ⊆ 𝜄(𝑁1) ⊆ ⋯

is also naturally an ascending chain of submodules inside𝑀, so it stabilises. As 𝜄 is injective,
the original sequence also stabilises. Hence 𝑁 is Noetherian.

If 𝐿0 ⊆ 𝐿1 ⊆ ⋯ is an ascending chain of submodules inside 𝐿, then by taking preimages,

𝜑−1(𝐿0) ⊆ 𝜑−1(𝐿1) ⊆ ⋯

is an ascending chain of submodules inside𝑀, where

𝜑−1(𝐿𝑖) = {𝑚 ∈ 𝑀 ∣ 𝜑(𝑚) ∈ 𝐿𝑖}

So this chain stabilises at 𝜑−1(𝐿𝑘). But as 𝜑 is surjective, 𝜑(𝜑−1(𝐿𝑖)) = 𝐿𝑖, so the original
sequence must stabilise at 𝐿𝑘.
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Now suppose 𝑁 and 𝐿 are Noetherian, and let 𝑀0 ⊆ 𝑀1 ⊆ ⋯ be an ascending chain of
submodules in𝑀. Then

𝜄−1(𝑀0) ⊆ 𝜄−1(𝑀1) ⊆ ⋯
is an ascending chain of submodules in 𝑁, so stabilises at 𝜄−1(𝑀𝑘𝑁 ) for some 𝑘𝑁 . Similarly,

𝜑(𝑀0) ⊆ 𝜑(𝑀1) ⊆ ⋯

is an ascending chain of submodules in 𝐿, so stabilises at 𝜑−1(𝑀𝑘𝐿) for some 𝑘𝐿. Take 𝑘 ≥
𝑘𝑁 , 𝑘𝐿, and let 𝑗 ≥ 0. We show𝑀𝑘+𝑗 ⊆ 𝑀𝑘, proving that the sequence stabilises.

Let 𝑚 ∈ 𝑀𝑘+𝑗 . As 𝜑(𝑀𝑘+𝑗) = 𝜑(𝑀𝑘), there exists 𝑚′ ∈ 𝑀𝑘 such that 𝜑(𝑚) = 𝜑(𝑚′). Then
𝜑(𝑚 − 𝑚′) = 0, so by exactness, 𝑚 − 𝑚′ is in the image of 𝜄, say, 𝜄(𝑥) = 𝑚 − 𝑚′. Since
𝑚−𝑚′ ∈ 𝑀𝑘+𝑗 , wemust have 𝑥 ∈ 𝜄−1(𝑀𝑘+𝑗). But then 𝑥 ∈ 𝜄−1(𝑀𝑘), so 𝜄(𝑥) = 𝑚−𝑚′ ∈ 𝑀𝑘.
Hence𝑚 ∈ 𝑀𝑘.

Corollary. If𝑀1,… ,𝑀𝑛 are Noetherian (resp. Artinian) modules, then so is𝑀1⊕⋯⊕𝑀𝑛.

Proof. Consider the sequence

0 𝑀1 𝑀1 ⊕𝑀2 𝑀2 0𝜄 𝜋

where 𝜄(𝑥) = (𝑥, 0) and 𝜋(𝑥, 𝑦) = 𝑦. This is exact, so 𝑀1 ⊕ 𝑀2 is Noetherian. We then
proceed by induction on 𝑛.

Proposition. For a Noetherian (resp. Artinian) ring 𝑅, every finitely generated 𝑅-module
is Noetherian (resp. Artinian).

Proof. 𝑀 is finitely generated if and only if there is a surjective module homomorphism
𝜑 ∶ 𝑅𝑛 → 𝑀 for some 𝑛 ≥ 0. That is,𝑀 is a quotient of 𝑅𝑛. The fact that 𝑅𝑛 is Noetherian
(or Artinian) passes through to its quotients.

1.4. Algebras
Definition. An 𝑅-algebra is a ring 𝐴 together with a fixed ring homomorphism 𝜌 ∶ 𝑅 → 𝐴.
Example. The map 𝑘 → 𝑘[𝑇1,… , 𝑇𝑛]makes the polynomial ring 𝑘[𝑇1,… , 𝑇𝑛] a 𝑘-algebra.
We will write 𝑟𝑎 = 𝜌(𝑟)𝑎. Note that 𝜌(𝑟) = 𝜌(𝑟) ⋅ 1𝐴 = 𝑟 ⋅ 1𝐴, so we can write 𝑟 ⋅ 1𝐴 for
𝜌(𝑟).
Remark. Every 𝑅-algebra is an 𝑅-module.
Example. As a 𝑘-module, 𝑘[𝑇1,… , 𝑇𝑛] is infinite-dimensional. As a 𝑘-algebra, 𝑘[𝑇1,… , 𝑇𝑛]
is generated by the 𝑛 elements 𝑇1,… , 𝑇𝑛.
Definition. 𝜑 ∶ 𝐴 → 𝐵 is an 𝑅-algebra homomorphism if 𝜑 is a ring homomorphism and
preserves all elements of 𝑅. That is, 𝜑(𝑟 ⋅ 1𝐴) = 𝑟 ⋅ 1𝐵.
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An𝑅-algebra𝐴 is finitely generated if and only if there is some 𝑛 ≥ 0 and a surjective algebra
homomorphism 𝑅[𝑇1,… , 𝑇𝑛] → 𝐴.
Theorem (Hilbert’s basis theorem). Every finitely generated algebra 𝐴 over a Noetherian
ring 𝑅 is Noetherian.
For example, the polynomial algebra over a field is Noetherian.

Proof. It suffices to prove this for a polynomial ring, as every finitely generated algebra is a
quotient of a polynomial ring. It further suffices to prove this for a univariate polynomial
ring 𝐴 = 𝑅[𝑇] by induction. Let 𝔞 be an ideal of 𝑅[𝑇]; we need to show that 𝔞 is finitely
generated. For each 𝑖 ≥ 0, define

𝔞(𝑖) = {𝑐0 ∣ 𝑐0𝑇 𝑖 +⋯+ 𝑐𝑖𝑇0 ∈ 𝔞}

Thus 𝔞(𝑖) is the set of leading coefficients of polynomials of degree 𝑖 that lie in 𝔞. Each 𝔞(𝑖)
is an ideal in 𝑅, and 𝔞(𝑖) ⊆ 𝔞(𝑖 + 1) by multiplying by 𝑇. As 𝑅 is Noetherian, each 𝔞(𝑖) is a
finitely generated ideal, and this ascending chain stabilises at 𝔞(𝑚), say. Let

𝔞(𝑖) = (𝑏𝑖,1,… , 𝑏𝑖,𝑛𝑖 )

We can choose 𝑓𝑖,𝑗 of degree 𝑖 with leading coefficient 𝑏𝑖,𝑗 . Define the ideal

𝔟 = (𝑓𝑖,𝑗)𝑖≤𝑚,𝑗≤𝑛𝑖

Note that 𝔟 is finitely generated. Defining 𝔟(𝑖) in the same way as 𝔞(𝑖), we have

∀𝑖, 𝔞(𝑖) = 𝔟(𝑖)

By construction, 𝔟 ⊆ 𝔞; we claim that the reverse inclusion holds, then the proof will be
complete. Suppose that 𝔞 ⊈ 𝔟, and take 𝑓 ∈ 𝔞∖𝔟 of minimal degree 𝑖. As 𝔞(𝑖) = 𝔟(𝑖), there is
a polynomial 𝑔 in 𝔟 of degree 𝑖 that has the same leading coefficient. Then 𝑓 − 𝑔 has degree
less than 𝑖, and lies in 𝔞. But then by minimality, 𝑓 − 𝑔 ∈ 𝔟, giving 𝑓 ∈ 𝔟.

Therefore, if 𝑆 ⊆ 𝑅[𝑇1,… , 𝑇𝑛]⟋𝐼 where 𝑅 is Noetherian, then (𝑆) = (𝑆0) where 𝑆0 ⊆ 𝑆 is
finite.
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2. Tensor products

2. Tensor products
2.1. Introduction
Let 𝑀 and 𝑁 be 𝑅-modules. Informally, the tensor product of 𝑀 and 𝑁 over 𝑅 is the set
𝑀 ⊗𝑅 𝑁 of all sums

ℓ
∑
𝑖=1

𝑚𝑖 ⊗ 𝑛𝑖; 𝑚𝑖 ∈ 𝑀, 𝑛𝑖 ∈ 𝑁

subject to the relations

(𝑚1 +𝑚2) ⊗ 𝑛 = 𝑚1 ⊗ 𝑛 +𝑚2 ⊗ 𝑛
𝑚⊗ (𝑛1 + 𝑛2) = 𝑚⊗ 𝑛1 +𝑚⊗ 𝑛2

(𝑟𝑚) ⊗ 𝑛 = 𝑟(𝑚⊗ 𝑛)
𝑚⊗ (𝑟𝑛) = 𝑟(𝑚⊗ 𝑛)

This is a module that abstracts the notion of bilinearity between two modules.

Example. Consider ℤ⟋2ℤ⊗ℤ
ℤ⟋3ℤ. In this ℤ-module,

𝑥 ⊗ 𝑦 = (3𝑥) ⊗ 𝑦 = 𝑥 ⊗ (3𝑦) = 𝑥 ⊗ 0 = 𝑥 ⊗ (0 ⋅ 0) = 0(𝑥 ⊗ 0) = 0

Hence ℤ⟋2ℤ⊗ℤ
ℤ⟋3ℤ = 0.

Example. Now consider ℝ𝑛 ⊗ℝ ℝℓ. We will show later that this is isomorphic to ℝ𝑛+ℓ.

2.2. Definition and universal property
Definition. Amap of 𝑅-modules 𝑓 ∶ 𝑀×𝑁 → 𝐿 is 𝑅-bilinear if for each𝑚0 ∈ 𝑀 and 𝑛0 ∈
𝑁, themaps𝑛 ↦ 𝑓(𝑚0, 𝑛) and𝑚 ↦ 𝑓(𝑚, 𝑛0) are𝑅-linear (or equivalently, a homomorphism
of 𝑅-modules).

Definition. Let𝑀,𝑁 be 𝑅-modules. Let ℱ = 𝑅⊕(𝑀×𝑁) be the free 𝑅-module with coordin-
ates indexed by 𝑀 × 𝑁. Define 𝐾 ⊆ ℱ to be the submodule generated by the following set
of relations:

(𝑚1 +𝑚2, 𝑛) − (𝑚1, 𝑛) − (𝑚2, 𝑛)
(𝑚, 𝑛1 + 𝑛2) − (𝑚, 𝑛1) − (𝑚, 𝑛2)
𝑟(𝑚, 𝑛) − (𝑟𝑚, 𝑛)
𝑟(𝑚, 𝑛) − (𝑚, 𝑟𝑛)

The tensor product𝑀 ⊗𝑅 𝑁 is ℱ⟋𝐾. We further define the 𝑅-bilinear map

𝑖𝑀⊗𝑁 ∶ 𝑀 × 𝑁 → 𝑀 ⊗𝑁; 𝑖𝑀⊗𝑁(𝑚, 𝑛) = 𝑒(𝑚,𝑛) = 𝑚⊗ 𝑛
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Proposition (universal property of the tensor product). The pair (𝑀⊗𝑅𝑁, 𝑖𝑀⊗𝑅𝑁) satisfies
the following universal property. For every 𝑅-module 𝐿 and every 𝑅-bilinear map 𝑓 ∶ 𝑀 ×
𝑁 → 𝐿, there exists a unique homomorphism ℎ ∶ 𝑀 ⊗𝑅 𝑁 → 𝐿 such that the following
diagram commutes.

𝑀 ×𝑁 𝑀 ⊗𝑅 𝑁

𝐿

𝑖𝑀⊗𝑅𝑁

ℎ
𝑓

Equivalently, ℎ ∘ 𝑖𝑀⊗𝑅𝑁 = 𝑓.

Proof. The conclusion ℎ ∘ 𝑖𝑀⊗𝑁 = 𝑓 holds if and only if for all𝑚, 𝑛, we have

ℎ(𝑚⊗ 𝑛) = 𝑓(𝑚, 𝑛)

Note that the elements {𝑚 ⊗ 𝑛} generate𝑀 ⊗ 𝑁 as an 𝑅-module, so there is at most one ℎ.
We now show that the definition of ℎ on the pure tensors𝑚⊗𝑛 extends to an 𝑅-linear map
𝑀 ⊗ 𝑁 → 𝐿. The map 𝑅⊕(𝑀×𝑁) → 𝐿 given by (𝑚, 𝑛) ↦ 𝑓(𝑚, 𝑛) exists by the universal
property of the direct sum. However, this map vanishes on the generators of 𝐾, so it factors
through the quotient ℱ⟋𝐾 as required.

Theuniversal property given above characterises the tensor product up to isomorphism.

Proposition. Let 𝑀,𝑁 be 𝑅-modules, and (𝑇, 𝑗) be an 𝑅-module and an 𝑅-bilinear map
𝑀×𝑁 → 𝑇. Suppose that (𝑇, 𝑗) satisfies the same universal property as𝑀⊗𝑁. Then there
is a unique isomorphism of 𝑅-modules 𝜑 ∶ 𝑀 ⊗𝑁 ⥲ 𝑇 such that 𝜑 ∘ 𝑖𝑀⊗𝑁 = 𝑗.

Proof. By using the universal property of𝑀 ⊗𝑁 and 𝑇, we obtain 𝜑 and 𝜓 as follows.

𝑀 ⊗𝑁 𝑇

𝑀 × 𝑁
𝑖𝑀⊗𝑁 𝑗

𝜑

𝜓

Theuniversal property states that𝜑∘𝑖𝑀⊗𝑁 = 𝑗 and𝜓∘𝑗 = 𝑖𝑀⊗𝑁 . Hence,𝜓∘𝜑∘𝑖𝑀⊗𝑁 = 𝑖𝑀⊗𝑁 .
This means that the following diagram commutes.

𝑀 ×𝑁 𝑀 ⊗𝑁

𝑀 ⊗𝑁

𝑖𝑀⊗𝑁

id𝑖𝑀⊗𝑁
𝜓∘𝜑

By the uniqueness condition of the universal property, id = 𝜓 ∘ 𝜑. Similarly, id = 𝜑 ∘ 𝜓.
Hence, 𝜑 is an isomorphism𝑀⊗𝑁 → 𝑇 with 𝜑 ∘ 𝑖𝑀⊗𝑁 = 𝑗. Uniqueness of 𝜑 is guaranteed
by the universal property: it is the only solution to 𝜑 ∘ 𝑖𝑀⊗𝑁 = 𝑗.
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In particular, we have

Bilin𝑅(𝑀 × 𝑁, 𝐿) ⥲ Hom(𝑀 ⊗𝑅 𝑁, 𝐿)

given by the universal property, and the inverse is given by ℎ ↦ ℎ ∘ 𝑖𝑀⊗𝑁 .

2.3. Zero tensors
Proposition. Let𝑀,𝑁 be 𝑅-modules. Then

∑𝑚𝑖 ⊗ 𝑛𝑖 = 0

if and only if for every 𝑅-module 𝐿 and every 𝑅-bilinear map 𝑓 ∶ 𝑀 × 𝑁 → 𝐿, we have

∑𝑓(𝑚𝑖, 𝑛𝑖) = 0

To show an element of𝑀⊗𝑁 is nonzero, it suffices to find a single 𝑅-module 𝐿 and bilinear
map𝑀 ×𝑁 → 𝐿 with mapping the required sum to a nonzero value.

Proof. Assume∑𝑚𝑖 ⊗ 𝑛𝑖 = 0. 𝑓 factors through the map 𝑖𝑀⊗𝑁 , giving

𝑀 ×𝑁 𝑀 ⊗𝑁

𝐿

𝑖𝑀⊗𝑁

ℎ
𝑓

So
∑𝑓(𝑚𝑖, 𝑛𝑖) = ∑ℎ(𝑖𝑀⊗𝑁(𝑚𝑖, 𝑛𝑖)) = ℎ(∑ 𝑖𝑀⊗𝑁(𝑚𝑖, 𝑛𝑖)) = ℎ(0) = 0

In the other direction, suppose∑𝑚𝑖⊗𝑛𝑖 ≠ 0. Then, taking𝑓 = 𝑖𝑀⊗𝑁 , we obtain∑𝑖𝑀⊗𝑁(𝑚𝑖, 𝑛𝑖) ≠
0 as required.

Example. Let 𝑘 be a field, and consider 𝑘𝑚⊗𝑘ℓ. Let 𝑘𝑚 have basis {𝑒1,… , 𝑒𝑚} and 𝑘ℓ have
basis 𝑓1,… , 𝑓ℓ. Then

𝑘𝑚 ⊗ 𝑘ℓ = span𝑘 {𝑣 ⊗ 𝑤 ∣ 𝑣 ∈ 𝑘𝑚, 𝑤 ∈ 𝑘ℓ} = span𝑘 {𝑒𝑖 ⊗ 𝑓𝑗}

This is in fact a basis. Suppose∑𝑖,𝑗 𝛼𝑖,𝑗𝑒𝑖 ⊗ 𝑓𝑗 = 0. For each 𝑎 ≤ 𝑚, 𝑏 ≤ ℓ, define 𝑇𝑎,𝑏 ∶
𝑘𝑚 × 𝑘ℓ → 𝑘 by

𝑇𝑎,𝑏((𝑣𝑖)𝑘𝑖=1, (𝑤𝑗)ℓ𝑗=1) = 𝑣𝑎𝑤𝑏

By the above proposition,
0 = ∑

𝑖,𝑗
𝛼𝑖,𝑗𝑇𝑎,𝑏(𝑒𝑖, 𝑓𝑗) = 𝛼𝑎,𝑏

So 𝑘𝑚 ⊗ 𝑘ℓ ≃ 𝑘𝑚ℓ. Note that this construction only relied on the existence of a free basis,
not on 𝑘 being a field.
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II. Commutative Algebra

Example. Consider ℝ2 ⊗ℝ ℝ2. There are infinitely many pure tensors, but there is a basis
consisting of the four pure vectors

𝑒1 ⊗ 𝑓1; 𝑒1 ⊗ 𝑓2; 𝑒2 ⊗ 𝑓1; 𝑒2 ⊗ 𝑓2

A pure tensor in ℝ2 ⊗ℝ ℝ2 is of the form

(𝛼𝑒1 + 𝛽𝑒2) ⊗ (𝛾𝑓1 + 𝛿𝑓2)

which expands to

(𝛼𝛾)(𝑒1 ⊗ 𝑓1) + (𝛼𝛿)(𝑒1 ⊗ 𝑓2) + (𝛽𝛾)(𝑒2 ⊗ 𝑓1) + (𝛽𝛿)(𝑒2 ⊗ 𝑓2)

Note that there is a linear dependence relation between the coefficients 𝛼𝛾, 𝛼𝛿, 𝛽𝛾, 𝛽𝛿, so in
some sense ‘most’ tensors are not pure. For example,

1(𝑒1 ⊗ 𝑓1) + 2(𝑒1 ⊗ 𝑓2) + 3(𝑒2 ⊗ 𝑓1) + 4(𝑒2 ⊗ 𝑓2)

is not pure.

Example. Consider ℤ⊗ℤ
ℤ⟋2ℤ. In this module,

2 ⊗ (1 + 2ℤ) = 1 ⊗ (2 + 2ℤ) = 1 ⊗ 0 = 0

Note thatℤhas aℤ-submodule 2ℤ. In 2ℤ⊗ℤ
ℤ⟋2ℤ, the element also denotedwith 2⊗(1+2ℤ)

is nonzero. For example, we can define a bilinear map to ℤ⟋2ℤ given by

𝑏(2𝑛, 𝑥 + 2ℤ) = 𝑛𝑥 + 2ℤ

Then 𝑏(2, 1 + 2ℤ) = 1 ≠ 0. So it is not the case that tensor products of submodules are
submodules of tensor products.

However, if 𝑀′ ⊆ 𝑀 and 𝑁′ ⊆ 𝑁 and∑𝑚𝑖 ⊗ 𝑛𝑖 = 0 in 𝑀′ ⊗ 𝑁′, then∑𝑚𝑖 ⊗ 𝑛𝑖 = 0 in
𝑀 ⊗𝑁.
Proposition. If∑𝑚𝑖⊗𝑛𝑖 = 0 in𝑀⊗𝑅 𝑁, then there are finitely generated 𝑅-submodules
𝑀′ ⊆ 𝑀 and 𝑁′ ⊆ 𝑁 such that the expression∑𝑚𝑖 ⊗𝑛𝑖 also evaluates to zero in𝑀′⊗𝑅 𝑁′.

This is the last proof that will use the direct construction of the tensor product instead of the
universal property directly.

Proof. Weknow that∑𝑚𝑖⊗𝑛𝑖 = 0 in𝑀⊗𝑅𝑁 = 𝑅⊕(𝑀×𝑁)
⟋𝐾, so in particular∑𝑒(𝑚𝑖 ,𝑛𝑖) ∈ 𝐾,

where 𝑒𝑥 maps 𝑥 ∈ 𝑀 × 𝑁 to its basis element in 𝑅⊕(𝑀×𝑁). So this is a finite sum of 𝛼𝑖𝑘𝑖
with 𝛼𝑖 ∈ 𝑅, 𝑘𝑖 ∈ 𝐾, and so we can take the𝑚′

1,… ,𝑚′
𝑎 that appear on the left-hand sides of

the 𝑘𝑖 as the generators for𝑀′, and similarly for 𝑁′.

Corollary. Let 𝐴, 𝐵 be torsion-free abelian groups. Then 𝐴⊗ℤ 𝐵 is torsion-free.
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2. Tensor products

Proof. Suppose 𝑛(∑𝑎𝑖 ⊗ 𝑏𝑖) = 0 with 𝑛 ≥ 1. By the previous proposition, there are finitely
generated subgroups 𝐴′ ≤ 𝐴 and 𝐵′ ≤ 𝐵 such that 𝑛(∑𝑎𝑖 ⊗ 𝑏𝑖) = 0 in 𝐴′ ⊗ℤ 𝐵′. But as 𝐴′
and 𝐵′ are finitely generated abelian groups, the structure theorem shows that 𝐴′ = ℤ𝑚 and
𝐵′ = ℤℓ, showing that 𝐴′ ⊗ℤ 𝐵′ ≃ ℤ𝑚ℓ is torsion-free. Thus∑𝑎𝑖 ⊗ 𝑏𝑖 = 0 in 𝐴′ ⊗ℤ 𝐵′, so
also∑𝑎𝑖 ⊗ 𝑏𝑖 = 0 in 𝐴⊗ℤ 𝐵.

Example.
ℂ2 ⊗ℂ ℂ3 ≃ ℂ6 ≃ ℝ12

However,
ℂ2 ⊗ℝ ℂ3 ≃ ℝ4 ⊗ℝ ℝ6 ≃ ℝ24

This is to be expected: tensoring over a larger ring introduces more relations, so the amount
of distinguishable elements should shrink.

2.4. Monoidal structure
We will prove a number of elementary propositions in detail to show how tensor products
are used in practice.

Proposition (commutativity). There is an isomorphism𝑀 ⊗𝑁 ≃ 𝑁 ⊗ 𝑁 mapping a pure
tensor𝑚⊗ 𝑛 to 𝑛 ⊗𝑚.

Proof. Define 𝑓 ∶ 𝑀 × 𝑁 → 𝑁 ⊗ 𝑀 by 𝑓(𝑚, 𝑛) = 𝑛 ⊗ 𝑚; this is bilinear. The universal
property yields

𝑀 ×𝑁 𝑀 ⊗𝑁

𝑁 ⊗𝑀

𝑖𝑀⊗𝑁

ℎ𝑓

such that ℎ(𝑚⊗ 𝑛) = 𝑛⊗𝑚. Similarly, we obtain ℎ′ ∶ 𝑁 ⊗𝑀 → 𝑀⊗𝑁 with ℎ′(𝑛 ⊗𝑚) =
𝑚⊗ 𝑛. Hence, the following diagram commutes.

𝑀 ×𝑁 𝑀 ⊗𝑁

𝑀 ⊗𝑁

𝑖𝑀⊗𝑁

ℎ′∘ℎid𝑖𝑀⊗𝑁

So by the uniqueness condition in the universal property, ℎ′ ∘ ℎ is the identity. Similarly,
ℎ ∘ ℎ′ is the identity, thus ℎ is an isomorphism.

Proposition (associativity). There is an isomorphism (𝑀⊗𝑁)⊗𝑃 ≃ 𝑀⊗(𝑁⊗𝑃)mapping
(𝑚 ⊗ 𝑛) ⊗ 𝑝 to𝑚⊗ (𝑛 ⊗ 𝑝).
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II. Commutative Algebra

Proof. For each 𝑝 ∈ 𝑃, define the bilinear map 𝑓𝑝 ∶ 𝑀 × 𝑁 → 𝑀 ⊗ (𝑁 ⊗ 𝑃) by

𝑓𝑝(𝑚, 𝑛) = 𝑚⊗ (𝑛 ⊗ 𝑝)

Thus, each 𝑓𝑝 factors through ℎ𝑝 ∶ 𝑀 ⊗ 𝑁 → 𝑀 ⊗ (𝑁 ⊗ 𝑃). Then, define the bilinear map
𝑓 ∶ (𝑀 ⊗ 𝑁) × 𝑃 → 𝑀 ⊗ (𝑁 ⊗ 𝑃) by

𝑓(𝑥, 𝑝) = ℎ𝑝(𝑥)

We show this is bilinear in 𝑝. Note that

ℎ𝑝1+𝑝2(𝑚 ⊗ 𝑛) = 𝑓𝑝1+𝑝2(𝑚, 𝑛)
= 𝑚⊗ (𝑛 ⊗ (𝑝1 + 𝑝2))
= 𝑚⊗ (𝑛 ⊗ 𝑝1) + 𝑚⊗ (𝑛 ⊗ 𝑝2)
= 𝑓𝑝1(𝑚, 𝑛) + 𝑓𝑝2(𝑚, 𝑛)
= ℎ𝑝1(𝑚 ⊗ 𝑛) + ℎ𝑝2(𝑚 ⊗ 𝑛)

So ℎ𝑝1+𝑝2 coincides with ℎ𝑝1 + ℎ𝑝2 on the pure tensors, so by the universal property they
coincide everywhere. Similarly,

ℎ𝑟𝑝(𝑚 ⊗ 𝑛) = 𝑓𝑟𝑝(𝑚, 𝑛)
= 𝑚⊗ (𝑛 ⊗ 𝑟𝑝)
= 𝑟(𝑚⊗ (𝑛 ⊗ 𝑝))
= 𝑟𝑓𝑝(𝑚, 𝑛)
= 𝑟ℎ𝑝(𝑚 ⊗ 𝑛)

so ℎ𝑟𝑝 = 𝑟ℎ𝑝. Then, by the universal property, 𝑓 factors through ℎ ∶ (𝑀 ⊗ 𝑁) ⊗ 𝑃 →
𝑀 ⊗ (𝑁 ⊗ 𝑃), so

ℎ((𝑚⊗ 𝑛) ⊗ 𝑝) = 𝑚⊗ (𝑛 ⊗ 𝑝)
We can similarly construct ℎ′ ∶ 𝑀 ⊗ (𝑁 ⊗ 𝑃) → (𝑀 ⊗𝑁) ⊗ 𝑃 with

ℎ′(𝑚 ⊗ (𝑛 ⊗ 𝑝)) = (𝑚⊗ 𝑛) ⊗ 𝑝

Since ℎ ∘ ℎ′ and ℎ′ ∘ ℎ are the identity on pure vectors, they are the identity everywhere, and
hence are inverse isomorphisms.

Proposition (identity). There is an isomorphism 𝑅 ⊗𝑀 ≃ 𝑀 mapping 𝑟 ⊗ 𝑚 to 𝑟𝑚.

Proof. Themap𝑓 ∶ 𝑅×𝑀 → 𝑀 given by𝑓(𝑟,𝑚) = 𝑟𝑚 factors through someℎ ∶ 𝑅⊗𝑀 → 𝑀.

𝑅 ×𝑀 𝑅 ⊗𝑀

𝑀

𝑖𝑅⊗𝑀

ℎ
𝑓
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2. Tensor products

Nowdefine the𝑅-module homomorphism ℎ′ ∶ 𝑀 → 𝑅⊗𝑀 by ℎ′(𝑚) = 1⊗𝑚 = 𝑖𝑅⊗𝑀(1,𝑚).
Then

(ℎ ∘ ℎ′)(𝑚) = ℎ(𝑖𝑅⊗𝑀(1,𝑚)) = 𝑓(1,𝑚) = 𝑚
giving ℎ ∘ ℎ′ = id. Further,

(ℎ′ ∘ ℎ)(𝑟 ⊗ 𝑚) = 1 ⊗ ℎ(𝑟 ⊗𝑚) = 1 ⊗ 𝑓(𝑟,𝑚) = 1 ⊗ 𝑟𝑚 = 𝑟 ⊗𝑚

So by the uniqueness condition in the universal property, ℎ′ ∘ ℎ is the identity, and hence ℎ
is an isomorphism.

These operations, together with coherence conditions, make the category of 𝑅-modules into
a braided monoidal category, where the monoid operation is⊗ and the unit is 𝑅.
Proposition (distributivity). There is an isomorphism (⨁𝑖𝑀𝑖)⊗𝑃 ≃ ⨁𝑖(𝑀𝑖⊗𝑃)mapping
(𝑚𝑖)𝑖 ⊗ 𝑝 to (𝑚𝑖 ⊗ 𝑝)𝑖.

Proof. Define 𝑓 by
𝑓((𝑚𝑖)𝑖, 𝑝) = (𝑚𝑖 ⊗ 𝑝)𝑖

Then there is a unique ℎ such that the following diagram commutes.

(⨁𝑖𝑀𝑖) × 𝑃 (⨁𝑖𝑀𝑖) ⊗ 𝑃

⨁𝑖(𝑀𝑖 ⊗ 𝑃)

𝑖(⨁𝑖 𝑀𝑖)⊗𝑃

ℎ
𝑓

For each 𝑖, define the map 𝑓′𝑖 ∶ 𝑀𝑖 × 𝑃 → (⨁𝑖𝑀𝑖) ⊗ 𝑃 by

𝑓′𝑖 (𝑚𝑖, 𝑝) = 𝑚𝑖 ⊗ 𝑝

By the universal property of the tensor product, this factors through a unique ℎ′𝑖 .

𝑀𝑖 × 𝑃 𝑀𝑖 ⊗ 𝑃

(⨁𝑖𝑀𝑖) ⊗ 𝑃

𝑖𝑀𝑖⊗𝑃

ℎ′𝑖𝑓′𝑖

Then, by the universal property of the direct sum, the ℎ′𝑖 can be combined into a single ℎ′,
so this diagram commutes for each 𝑖.

𝑀𝑖 ⊗ 𝑃 ⨁𝑖 (𝑀𝑖 ⊗ 𝑃)

(⨁𝑖𝑀𝑖) ⊗ 𝑃
ℎ′ℎ′𝑖
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II. Commutative Algebra

It remains to show that ℎ and ℎ′ are inverses. To show ℎ ∘ ℎ′ = id⨁𝑖 (𝑀𝑖⊗𝑃), it suffices by
the universal property of the direct sum to show that (ℎ ∘ ℎ′)(𝑥) = 𝑥 for all 𝑥 ∈ 𝑀𝑖 ⊗ 𝑃, for
each 𝑖. Then, by the universal property of the tensor product, it further suffices to show this
result only for pure tensors.

(ℎ ∘ ℎ′)(𝑚𝑖 ⊗ 𝑝) = ℎ(ℎ′(𝑚𝑖 ⊗ 𝑝))
= ℎ(ℎ′𝑖(𝑚𝑖 ⊗ 𝑝))
= ℎ(𝑓′𝑖 (𝑚𝑖, 𝑝))
= ℎ(𝑚𝑖 ⊗ 𝑝)
= 𝑓(𝑚𝑖, 𝑝)
= 𝑚𝑖 ⊗ 𝑝

To show ℎ′ ∘ ℎ = id(⨁𝑖𝑀𝑖)⊗𝑃, it suffices by the universal property of the tensor product to
show that (ℎ′ ∘ ℎ)((𝑚𝑖)𝑖⊗𝑝) = (𝑚𝑖)𝑖⊗𝑝. By linearity of ℎ and ℎ′, we can reduce to the case
where (𝑚𝑖)𝑖 has a single non-zero element𝑚𝑖.

(ℎ′ ∘ ℎ)(𝑚𝑖 ⊗ 𝑝) = ℎ′(ℎ(𝑚𝑖 ⊗ 𝑝))
= ℎ′(𝑓(𝑚𝑖, 𝑝))
= ℎ′(𝑚𝑖 ⊗ 𝑝)
= ℎ′𝑖(𝑚𝑖 ⊗ 𝑝)
= 𝑓′𝑖 (𝑚𝑖 ⊗ 𝑝)
= 𝑓′𝑖 (𝑚𝑖, 𝑝)
= 𝑚𝑖 ⊗ 𝑝

Example.

𝑅𝑚 ⊗𝑅 𝑅ℓ = (
𝑚

⨁
𝑖=1

𝑅) ⊗𝑅 (
ℓ

⨁
𝑗=1

𝑅) ≃
𝑚

⨁
𝑖=1

ℓ

⨁
𝑗=1

(𝑅 ⊗ 𝑅) ≃
𝑚

⨁
𝑖=1

ℓ

⨁
𝑗=1

𝑅 ≃ 𝑅𝑚ℓ

Proposition (quotients). Let 𝑀′ ⊆ 𝑀 and 𝑁′ ⊆ 𝑁 be 𝑅-modules. Then there is an iso-
morphism

𝑀⟋𝑀′ ⊗𝑁⟋𝑁′ ≃ (𝑀 ⊗𝑁)⟋𝐿
where 𝐿 is the submodule of𝑀 ⊗𝑁 generated by

{𝑚′ ⊗ 𝑛 ∣ (𝑚′, 𝑛) ∈ 𝑀′ × 𝑁} ∪ {𝑚⊗ 𝑛′ ∣ (𝑚, 𝑛′) ∈ 𝑀 × 𝑁′}

and mapping
(𝑚 +𝑀′) ⊗ (𝑛 + 𝑁′) ↦ 𝑚⊗ 𝑛 + 𝐿
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2. Tensor products

Proof. Define
𝑓 ∶ 𝑀⟋𝑀′ × 𝑁⟋𝑁′ → (𝑀 ⊗𝑁)⟋𝐿

by
𝑓(𝑚 +𝑀′, 𝑛 + 𝑁′) = 𝑚⊗ 𝑛 + 𝐿

This is well-defined: if𝑚 ∈ 𝑀′ or 𝑛 ∈ 𝑁′, then𝑚⊗𝑛 ∈ 𝐿. By the universal property of the
tensor product, 𝑓 factors through some ℎ.

𝑀⟋𝑀′ × 𝑁⟋𝑁′ 𝑀⟋𝑀′ ⊗𝑁⟋𝑁′

(𝑀 ⊗ 𝑁)⟋𝐿

𝑖𝑀⟋𝑀′⊗𝑁⟋𝑁′

ℎ
𝑓

Now define
𝑓′ ∶ 𝑀 × 𝑁 → 𝑀⟋𝑀′ ⊗𝑁⟋𝑁′

by
𝑓′(𝑚, 𝑛) = (𝑚 +𝑀′) ⊗ (𝑛 + 𝑁′)

This is clearly bilinear. Thus, we have

𝑀 ×𝑁 𝑀 ⊗𝑁

𝑀⟋𝑀′ ⊗𝑁⟋𝑁′

𝑖𝑀⊗𝑁

ℎ′𝑓′

We show that if 𝑥 ∈ 𝐿, then ℎ′(𝑥) = 0. By linearity it suffices to show this for the generators.

ℎ′(𝑚′ ⊗ 𝑛) = 𝑓′(𝑚′, 𝑛) = 0 ⊗ (𝑛 + 𝑁′) = 0; ℎ′(𝑚 ⊗ 𝑛′) = 𝑓′(𝑚, 𝑛′) = (𝑚 +𝑀′) ⊗ 0 = 0

Thus ℎ′ factors through the quotient.

𝑀 ⊗𝑁 (𝑀 ⊗𝑁)⟋𝐿

𝑀⟋𝑀′ ⊗𝑁⟋𝑁′

𝜋

ℎ″ℎ′

We show ℎ and ℎ″ are inverses. To show ℎ ∘ ℎ″ = id(𝑀⊗𝑁)⟋𝐿
, it suffices by the universal

properties of the quotient and the tensor product to consider the images of pure tensors
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under the quotient map 𝜋.

(ℎ ∘ ℎ″)(𝑚 ⊗ 𝑛 + 𝐿) = ℎ(ℎ″(𝜋(𝑚⊗ 𝑛)))
= ℎ(ℎ′(𝑚 ⊗ 𝑛))
= ℎ(𝑓′(𝑚, 𝑛))
= ℎ((𝑚 +𝑀′) ⊗ (𝑛 + 𝑁′))
= 𝑓(𝑚 +𝑀′, 𝑛 + 𝑁′)
= 𝑚⊗ 𝑛 + 𝐿

To show ℎ″ ∘ ℎ = id𝑀⟋𝑀′⊗𝑁⟋𝑁′ , it suffices to show the result for expressions of the form
(𝑚 +𝑀′) ⊗ (𝑛 + 𝑁′).

(ℎ″ ∘ ℎ)((𝑚 +𝑀′) ⊗ (𝑛 + 𝑁′)) = ℎ″(ℎ((𝑚 +𝑀′) ⊗ (𝑛 + 𝑁′)))
= ℎ″(𝑓(𝑚 +𝑀′, 𝑛 + 𝑁′))
= ℎ″(𝑚 ⊗ 𝑛 + 𝐿)
= ℎ′(𝑚 ⊗ 𝑛)
= 𝑓′(𝑚 +𝑀′, 𝑛 + 𝑁′)
= (𝑚 +𝑀′) ⊗ (𝑛 + 𝑁′)

2.5. Tensor products of maps
Proposition. Let 𝑓 ∶ 𝑀 → 𝑀′ and 𝑔 ∶ 𝑁 → 𝑁′ be 𝑅-module homomorphisms. There is a
unique 𝑅-module homomorphism 𝑓 ⊗ 𝑔 ∶ 𝑀 ⊗𝑁 → 𝑀′ ⊗𝑁′ such that

(𝑓 ⊗ 𝑔)(𝑚⊗ 𝑛) = 𝑓(𝑚) ⊗ 𝑔(𝑛)

Proof. We apply the universal property to the map 𝑇 ∶ 𝑀 × 𝑁 → 𝑀 ⊗𝑁′ given by

𝑇(𝑚, 𝑛) = 𝑓(𝑚) ⊗ 𝑔(𝑛)

which can be checked to be 𝑅-bilinear.

Example. We can show

(𝑓 ⊗ 𝑔) ∘ (ℎ ⊗ 𝑖) = (𝑓 ∘ ℎ) ⊗ (𝑔 ∘ 𝑖)

For example, if 𝑇 ∶ 𝑘𝑎 → 𝑘𝑏 and 𝑆 ∶ 𝑘𝑐 → 𝑘𝑑,

𝑇 ⊗ 𝑆 ∶ 𝑘𝑎 ⊗𝑘 𝑘𝑐 → 𝑘𝑏 ⊗𝑘 𝑘𝑑

is given by
(𝑇 ⊗ 𝑆)(𝑒𝑖 ⊗ 𝑒𝑗) = (𝑇𝑒𝑖) ⊗ (𝑆𝑒𝑗) = ∑

ℓ,𝑡
[𝑇]ℓ𝑖[𝑆]𝑡𝑗(𝑓ℓ ⊗ 𝑓𝑡)
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where [𝑇] denotes 𝑇 in the standard basis. Ordering the basis elements of 𝑘𝑎 ⊗ 𝑘𝑐 as

𝑒1 ⊗ 𝑒1,… , 𝑒1 ⊗ 𝑒𝑐, 𝑒2,⊗𝑒1,… , 𝑒𝑎 ⊗ 𝑒𝑐
and similarly for 𝑘𝑏 ⊗ 𝑘𝑑,

[𝑇 ⊗ 𝑆] = (
[𝑇]11 ⋅ [𝑆] ⋯ [𝑇]1𝑎 ⋅ [𝑆]

⋮ ⋱ ⋮
[𝑇]𝑏1 ⋅ [𝑆] ⋯ [𝑇]𝑏𝑎 ⋅ [𝑆]

)

This is known as the Kronecker product of matrices.

Proposition. Let 𝑓 ∶ 𝑀 → 𝑀′, 𝑔 ∶ 𝑁 → 𝑁′ be 𝑅-module homomorphisms. Then,
(i) if 𝑓, 𝑔 are isomorphisms, then so is 𝑓 ⊗ 𝑔;
(ii) if 𝑓, 𝑔 are surjective, then so is 𝑓 ⊗ 𝑔.

Proof. Part (i). 𝑓−1 ⊗ 𝑔−1 is a two-sided inverse for 𝑓 ⊗ 𝑔, as

(𝑓−1 ⊗ 𝑔−1) ∘ (𝑓 ⊗ 𝑔) = (𝑓−1 ∘ 𝑓) ⊗ (𝑔−1 ⊗ 𝑔) = id

and similarly for the other side.

Part (ii). The image of 𝑓⊗𝑔 contains all pure tensors of𝑀′⊗𝑁′, so it must be surjective.

The analogous result for injectivity does not hold in the general case. Consider 𝑓 ∶ ℤ → ℤ
given by multiplication by 𝑝, and 𝑔 ∶ ℤ⟋𝑝ℤ → ℤ⟋𝑝ℤ given by the identity. Here,

(𝑓 ⊗ 𝑔)(𝑎 ⊗ 𝑏) = (𝑝𝑎) ⊗ 𝑏 = 𝑎 ⊗ (𝑝𝑏) = 𝑎 ⊗ 0 = 0

So 𝑓 ⊗ 𝑔 is the zero map, but ℤ⊗ ℤ⟋𝑝ℤ ≃ ℤ⟋𝑝ℤ is not the zero ring.

2.6. Tensor products of algebras
Let 𝐵, 𝐶 be 𝑅-algebras. The usual tensor product of modules 𝐵⊗𝑅𝐶 can be made into a ring
and then an 𝑅-algebra. This allows us to define the tensor product of algebras in a natural
way. We want the ring structure to satisfy

(𝑏 ⊗ 𝑐)(𝑏′ ⊗ 𝑐′) = (𝑏𝑏′) ⊗ (𝑐𝑐′)

This extends to a well-defined map on all of 𝐵 ⊗ 𝐶. Indeed, for a fixed (𝑏, 𝑐) ∈ 𝐵 × 𝐶, there
is an 𝑅-bilinear map 𝐵 × 𝐶 → 𝐵 ⊗ 𝐶 given by

(𝑏′, 𝑐′) ↦ (𝑏𝑏′) ⊗ (𝑐𝑐′)

so we can use the universal property to extend this to a map 𝐵 ⊗ 𝐶 → 𝐵 ⊗ 𝐶 that acts on
pure tensors in the obvious way. One can show that the ring axioms are satisfied. To define
the 𝑅-algebra structure, we define the ring homomorphism 𝑅 → 𝐵 ⊗ 𝐶 by

𝑟 ↦ (𝑟 ⋅ 1𝐵) ⊗ 1𝐶 = 1𝐵 ⊗ (𝑟 ⋅ 1𝐶)
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Example. There is an isomorphism of 𝑅-algebras

𝜑 ∶ 𝑅[𝑋1,… , 𝑋𝑛] ⊗𝑅 𝑅[𝑇1,… , 𝑇𝑟] ⥲ 𝑅[𝑋1,… , 𝑋𝑛, 𝑇1,… , 𝑇𝑟]

An𝑅-basis for the left-hand side as an𝑅-module is given by elements of the form 𝑎⊗𝑏where
𝑎 and 𝑏 are monomials. The right hand side has a basis of elements of the form 𝑎𝑏, where
𝑎 ∈ 𝑅[𝑋1,… , 𝑋𝑛] and 𝑏 ∈ 𝑅[𝑇1,… , 𝑇𝑟] are monomials as above. Mapping 𝜑(𝑎 ⊗ 𝑏) = 𝑎𝑏,
we obtain an 𝑅-module isomorphism. To check this is an 𝑅-algebra isomorphism, we verify
multiplication and its action on scalars.

𝜑(𝑟 ⊗ 1) = 𝑟 ⋅ 1; 𝜑(1 ⊗ 1)

and for monomials 𝑝𝑖, 𝑞𝑖, ℎ𝑖, 𝑔𝑖,

𝜑((∑
𝑖
𝑝𝑖 ⊗ 𝑞𝑖)(∑

𝑗
ℎ𝑗 ⊗ 𝑔𝑗)) = ∑

𝑖,𝑗
(𝑝𝑖ℎ𝑗)(𝑞𝑖𝑔𝑗)

= ∑
𝑖,𝑗
(𝑝𝑖𝑞𝑖)(ℎ𝑗𝑔𝑗)

= ∑
𝑖,𝑗
𝜑(𝑝𝑖 ⊗ 𝑞𝑖)𝜑(ℎ𝑗 ⊗ 𝑔𝑗)

= (∑
𝑖
𝜑(𝑝𝑖 ⊗ 𝑞𝑖))(∑

𝑗
𝜑(ℎ𝑗𝑔𝑗))

= 𝜑(∑
𝑖
𝑝𝑖 ⊗ 𝑞𝑖)𝜑(∑

𝑗
ℎ𝑗 ⊗ 𝑔𝑗)

More generally,

𝑅[𝑋1,… , 𝑋𝑛]⟋𝐼⊗𝑅[𝑇1,… , 𝑇𝑟]⟋𝐽 ≃ 𝑅[𝑋1,… , 𝑋𝑛] ⊗ 𝑅[𝑇1,… , 𝑇𝑟]⟋𝐿 ≃ 𝑅[𝑋1,… , 𝑋𝑛, 𝑇1,… , 𝑇𝑟]⟋𝐼𝑒 + 𝐽𝑒

where 𝐿 is constructed as above when quotients were discussed, and 𝐼𝑒 is the extension of 𝐼
in the larger ring 𝑅[𝑋1,… , 𝑋𝑛, 𝑇1,… , 𝑇𝑟]. For example,

ℂ[𝑋, 𝑌, 𝑍]⟋(𝑓, 𝑔) ⊗ℂ
ℂ[𝑊,𝑈]⟋(ℎ) ≃ ℂ[𝑋, 𝑌, 𝑍,𝑊,𝑈]⟋(𝑓, 𝑔, ℎ)

Proposition (universal property of tensor product of algebras). Let 𝐴, 𝐵 be 𝑅-algebras. For
every algebra 𝐶 and 𝑅-algebra homomorphisms 𝑓1 ∶ 𝐴 → 𝐶 and 𝑓2 ∶ 𝐵 → 𝐶, there is
a unique 𝑅-algebra homomorphism ℎ ∶ 𝐴 ⊗𝑅 𝐵 → 𝐶 such that the following diagram
commutes:

𝐴 𝐵

𝐴⊗ 𝐵

𝐶

𝑖𝐴 𝑖𝐵

𝑓1 𝑓2ℎ
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2. Tensor products

where 𝑖𝐴(𝑎) = 𝑎 ⊗ 1 and 𝑖𝐵(𝑏) = 1 ⊗ 𝑏. Furthermore, this characterises the triple (𝐴 ⊗𝑅
𝐵, 𝑖𝐴, 𝑖𝐵) uniquely up to unique isomorphism.

Proof. 𝐴 ⊗𝑅 𝐵 is generated as an 𝑅-algebra by {𝑎 ⊗ 1 ∣ 𝑎 ∈ 𝐴} ∪ {1 ⊗ 𝑏 ∣ 𝑏 ∈ 𝐵}. This im-
plies the uniqueness of ℎ. For existence, we can define an 𝑅-bilinear map 𝐴 × 𝐵 → 𝐶 by
(𝑎, 𝑏) ↦ 𝑓1(𝑎)𝑓2(𝑏), then apply the universal property of the tensor product ofmodules. This
produces an 𝑅-linear map ℎ ∶ 𝐴⊗𝐵 → 𝐶. It remains to show that this is a homomorphism
of algebras.

Example.

𝑅[𝑋1,… , 𝑋𝑛] 𝑅[𝑇1,… , 𝑇𝑟]

𝑅[𝑋1,… , 𝑋𝑛, 𝑇1,… , 𝑇𝑟]

𝐶

𝑓1 𝑓2

An algebra homomorphism from a polynomial ring is defined uniquely by giving its action
on its variables, thus

𝑅[𝑋1,… , 𝑋𝑛] ⊗ 𝑅[𝑇1,… , 𝑇𝑟] ≃ 𝑅[𝑋1,… , 𝑋𝑛, 𝑇1,… , 𝑇𝑟]

as was shown above.

Remark. (i) If 𝑓 ∶ 𝐴 → 𝐴′, 𝑔 ∶ 𝐵 → 𝐵′ are 𝑅-algebra homomorphisms, then 𝑓 ⊗ 𝑔 ∶
𝐴 ⊗ 𝐵 → 𝐴′ ⊗ 𝐵′ is not only an 𝑅-module homomorphism but is also an 𝑅-algebra
homomorphism.

(ii) There are 𝑅-algebra homomorphisms
(a) 𝑅⟋𝐼 ⊗ 𝑅⟋𝐽 ≃ 𝑅⟋𝐼 + 𝐽;
(b) 𝐴⊗ 𝐵 ≃ 𝐵 ⊗ 𝐴;
(c) 𝐴⊗ (𝐵 × 𝐶) ≃ (𝐴 ⊗ 𝐵) × (𝐴 ⊗ 𝐶);
(d) 𝐴⊗ 𝐵𝑛 ≃ (𝐴 ⊗ 𝐵)𝑛;
(e) (𝐴 ⊗ 𝐵) ⊗ 𝐶 ≃ 𝐴⊗ (𝐵 ⊗ 𝐶).

2.7. Restriction and extension of scalars
Let 𝑓 ∶ 𝑅 → 𝑆 be a ring homomorphism. Let 𝑀 be an 𝑆-module. Then we can restrict
scalars to make𝑀 into an 𝑅-module by

𝑟 ⋅ 𝑚 = 𝑓(𝑟) ⋅ 𝑚
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II. Commutative Algebra

The composition 𝑅 → 𝑆 → End𝑀 is a ring homomorphism, so this makes 𝑀 into an 𝑅-
module automatically without needing to check axioms.

Example. Let 𝑓 ∶ ℝ → ℂ be the inclusion. Then any ℂ-module is an ℝ-module.

Now suppose 𝑓 ∶ 𝑅 → 𝑆 is a ring homomorphism,𝑀 is an 𝑆-module, and𝑁 is an 𝑅-module.
We can form the 𝑅-module𝑀⊗𝑅𝑁, as𝑀 is an 𝑅-module by restriction of scalars. Extension
of scalars shows that 𝑀 ⊗𝑅 𝑁 is also an 𝑆-module. The action of 𝑠 ∈ 𝑆 on pure tensors
is

𝑠 ⋅ (𝑚 ⊗ 𝑛) = 𝑠𝑚⊗ 𝑛

We have an 𝑅-bilinear map𝑀 ×𝑁 → 𝑀 ⊗𝑅 𝑁 by

(𝑚, 𝑛) ↦ 𝑠𝑚⊗ 𝑛

so by the universal property this gives rise to a map ℎ𝑠 ∶ 𝑀 ⊗𝑅 𝑁 → 𝑀 ⊗𝑅 𝑁 with the
desired action on pure tensors. ℎ𝑠 is 𝑅-linear by the universal property. Defining 𝜑 ∶ 𝑆 →
End(𝑀⊗𝑅 𝑁) by 𝜑(𝑠) = ℎ𝑠, one can check that ℎ𝑠 is a well-defined endomorphism and that
𝜑 is a ring homomorphism.

Example. 𝑆 ⊗𝑅 𝑅 ≃ 𝑆 as 𝑅-modules, by 𝑠 ⊗ 𝑟 ↦ 𝑠 ⋅ 𝑓(𝑟). This is also 𝑆-linear, since

𝑠′(𝑠 ⊗ 𝑟) = (𝑠′𝑠 ⊗ 𝑟) ↦ 𝑠′𝑠 ⋅ 𝑓(𝑟) = 𝑠′(𝑠 ⋅ 𝑓(𝑟))

For example, ℂ⊗ℝ ℝ ≃ ℂ as ℂ-modules.

Example. Let𝑀 be an 𝑆-module and (𝑁 𝑖)𝑖∈𝐼 are 𝑅-modules. Then

𝑀 ⊗ (⨁
𝑖
𝑁 𝑖) ≃⨁

𝑖
(𝑀 ⊗ 𝑁 𝑖)

as 𝑆-modules. So ℂ⊗ℝ ℝ𝑛 ≃ ℂ𝑛 as ℂ-modules.

Example. Restrict the ℂ-module ℂ𝑛 to an ℝ-module to obtain ℝ2𝑛. Then, extending to ℂ,

ℂ⊗ℝ ℝ2𝑛 ≃ ℂ2𝑛

Similarly, extending ℝ𝑛 to ℂ, we find ℂ⊗ℝ ℝ𝑛 ≃ ℂ𝑛 over ℂ. Restricting to ℝ, ℂ𝑛 ≃ ℝ2𝑛. So
the operations of restriction and extension of scalars are not inverses in either direction.

Example. Consider ℤ𝑛 as a ℤ-module. Consider the quotient map 𝑓 ∶ ℤ → ℤ⟋2ℤ. Extend-
ing scalars to ℤ⟋2ℤ,

ℤ⟋2ℤ⊗ℤ ℤ𝑛 ≃ (ℤ⟋2ℤ)
𝑛

Example. Consider ℂ𝑛 ⊗ℝ ℝℓ as a ℂ-module. As ℝ-modules,

ℂ𝑛 ⊗ℝ ℝℓ ≃ ℝ2𝑛 ⊗ℝ ℝℓ ≃ ℝ2𝑛ℓ ≃ ℂ𝑛ℓ
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We would like to make this into an isomorphism of ℂ-modules. We will show that in fact

ℂ𝑛 ⊗ℝ ℝℓ ≃ ℂ𝑛 ⊗ℂ (ℂ ⊗ℝ ℝℓ)

where
𝑣 ⊗ 𝑢 ↦ 𝑣 ⊗ (1 ⊗ 𝑢)

giving
ℂ𝑛 ⊗ℝ ℝℓ ≃ ℂ𝑛 ⊗ℂ ℂℓ ≃ ℂ𝑛ℓ

as ℂ-modules. The isomorphism

ℂ𝑛 ⊗ℝ ℝℓ ≃ ℂ𝑛 ⊗ℂ ℂℓ

maps a pure tensor 𝑣 ⊗ 𝑢 to 𝑣 ⊗ 𝑢.

Proposition. Let𝑀 be an 𝑆-module and 𝑁 be an 𝑅-module. Then

𝑀 ⊗𝑅 𝑁 ≃ 𝑀 ⊗𝑆 (𝑆 ⊗𝑅 𝑁)

as 𝑆-modules, where

𝑚⊗ 𝑛 ↦ 𝑚⊗ (1 ⊗ 𝑛); 𝑠𝑚 ⊗ 𝑛 ↤ 𝑚⊗ (𝑠 ⊗ 𝑛)

Proof. Themap (𝑚, 𝑛) ↦ 𝑚⊗(1⊗𝑛) is𝑅-bilinear, so themap𝑓mapping𝑚⊗𝑛 to𝑚⊗(1⊗𝑛)
is well-defined as a map of 𝑅-modules. We show it is 𝑆-linear on pure tensors.

𝑓(𝑠(𝑚 ⊗ 𝑛)) = 𝑓(𝑠𝑚⊗ 𝑛) = 𝑠𝑚⊗ (1 ⊗ 𝑛) = 𝑠(𝑚⊗ (1 ⊗ 𝑛)) = 𝑠𝑓(𝑚⊗ 𝑛)

For a fixed 𝑚 ∈ 𝑀, the map 𝑠 ⊗ 𝑛 ↦ 𝑠𝑚 ⊗ 𝑛 is well-defined and 𝑆-linear. This collection
of maps is 𝑆-linear in its parameter𝑚, so we obtain an 𝑆-bilinear map (𝑚, 𝑠 ⊗ 𝑛) ↦ 𝑠𝑚⊗𝑛.
Hence, we obtain a map 𝑔mapping𝑚⊗ (𝑠⊗𝑛) to 𝑠𝑚⊗𝑛, as desired. One can easily check
that 𝑓 and 𝑔 are inverses on pure tensors.

Proposition. Let 𝑀,𝑀′ be 𝑆-modules and 𝑁,𝑁′ be 𝑅-modules. Then we have 𝑆-module
isomorphisms

𝑀 ⊗𝑅 𝑁 ≃ 𝑁 ⊗𝑅 𝑀
(𝑀 ⊗𝑅 𝑁) ⊗𝑅 𝑁′ ≃ 𝑀 ⊗𝑅 (𝑁 ⊗𝑅 𝑁′)
(𝑀 ⊗𝑅 𝑁) ⊗𝑆 𝑀′ ≃ 𝑀 ⊗𝑆 (𝑁 ⊗𝑅 𝑀′)

𝑀 ⊗𝑅 (⨁
𝑖
𝑁 𝑖) ≃⨁

𝑖
(𝑀 ⊗𝑅 𝑁 𝑖)

Heuristically, the tensor products in the above isomorphisms always operate over the largest
possible ring: 𝑆 if both operands are 𝑆-modules, else 𝑅. We prove only the third result.
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Proof. By the previous proposition,

(𝑀 ⊗𝑅 𝑁) ⊗𝑆 𝑀′ ≃ (𝑀 ⊗𝑆 (𝑁 ⊗𝑅 𝑆)) ⊗𝑆 𝑀′

≃ 𝑀 ⊗𝑆 ((𝑁 ⊗𝑅 𝑆) ⊗𝑆 𝑀′)
≃ 𝑀 ⊗𝑆 (𝑁 ⊗𝑅 𝑀′)

Corollary. Let 𝑁,𝑁′ be 𝑅-modules. Then

𝑆 ⊗𝑅 (𝑁 ⊗𝑅 𝑁′) ≃ (𝑆 ⊗𝑅 𝑁) ⊗𝑆 (𝑆 ⊗𝑅 𝑁′)

as 𝑆-modules.

Proof.
𝑆 ⊗𝑅 (𝑁 ⊗𝑅 𝑁′) ≃ (𝑆 ⊗𝑅 𝑁) ⊗𝑅 𝑁′ ≃ (𝑆 ⊗𝑅 𝑁) ⊗𝑆 (𝑆 ⊗𝑅 𝑁′)

Example.

ℂ⊗ℝ (ℝℓ ⊗ℝ ℝ𝑘) ≃ (ℂ ⊗ℝ ℝℓ) ⊗ℂ (ℂ ⊗ℝ ℝ𝑘) ≃ ℂℓ ⊗ℂ ℂ𝑘 ≃ ℂℓ𝑘

By induction, one can see that

𝑆 ⊗𝑅 (𝑁1 ⊗𝑅 ⋯⊗𝑅 𝑁ℓ) = (𝑆 ⊗𝑅 𝑁1) ⊗𝑆 ⋯⊗𝑆 (𝑆 ⊗𝑅 𝑁ℓ)

2.8. Extension of scalars on morphisms
Let 𝑓 ∶ 𝑁 → 𝑁′ be an 𝑅-linear map, and𝑀 be an 𝑆-module. Then the map

id𝑀⊗𝑓 ∶ 𝑀 ⊗𝑅 𝑁 → 𝑀 ⊗𝑅 𝑁′

is 𝑆-linear. Indeed,

(id𝑀⊗𝑓)(𝑠(𝑚 ⊗ 𝑛)) = id𝑀 𝑠𝑚 ⊗ 𝑓(𝑛) = 𝑠(𝑚⊗ 𝑓(𝑛)) = 𝑠((id𝑀⊗𝑓)(𝑚⊗ 𝑛))

Example. Let 𝑇 ∶ ℝ𝑛 → ℝℓ be 𝑅-linear, and use bases 𝑒1,… , 𝑒𝑛 and 𝑓1,… , 𝑓ℓ. Then

idℂ⊗𝑇 ∶ ℂ⊗ℝ ℝ𝑛 → ℂ⊗ℝ ℝℓ

is given by

(idℂ⊗𝑇)(1 ⊗ 𝑒𝑖) = 1 ⊗ 𝑇(𝑒𝑖) = 1 ⊗
ℓ
∑
𝑗=1

[𝑇]𝑗𝑖 ⋅ 𝑓𝑗 =
ℓ
∑
𝑗=1

[𝑇]𝑗𝑖(1 ⊗ 𝑓𝑗)

This shows that the matrix [idℂ⊗𝑇] has all real elements, and is the same as the matrix [𝑇].
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2.9. Extension of scalars in algebras
Let 𝐴, 𝐵 be 𝑅-algebras. Then the module 𝐴⊗𝑅 𝐵 is also an 𝑅-algebra. Furthermore, can see
that 𝐴⊗𝑅 𝐵 is an 𝐴-algebra and a 𝐵-algebra by the maps 𝑎 ↦ 𝑎⊗ 1 and 𝑏 ↦ 1 ⊗ 𝑏.
Example. Consider 𝑅[𝑋1,… , 𝑋𝑛] and 𝑓 ∶ 𝑅 → 𝑆. Then

𝜑 ∶ 𝑆 ⊗𝑅 𝑅[𝑋1,… , 𝑋𝑛] ⥲ 𝑆[𝑋1,… , 𝑋𝑛]

as 𝑆-algebras. Indeed, 𝜑 already exists as an isomorphism of 𝑆-modules given by

𝜑(𝑠 ⊗ 𝑝) = 𝑠𝑝

and one can verify that unity and multiplication are preserved. Further,

𝑆 ⊗ (𝑅[𝑋1,… , 𝑋𝑛]⟋𝐼) ≃ 𝑆[𝑋1,… , 𝑋𝑛]⟋𝐼𝑒

Proposition. Let 𝐴 be an 𝑅-algebra and 𝐵 be an 𝑆-algebra. Then

𝐴⊗𝑅 𝐵 ≃ (𝐴 ⊗𝑅 𝑆) ⊗𝑆 𝑅

as 𝑆-algebras.
Proposition. Let 𝐴, 𝐵 be 𝑅-algebras. Then

𝑆 ⊗𝑅 (𝐴 ⊗𝑅 𝐵) ≃ (𝑆 ⊗𝑅 𝐴) ⊗𝑆 (𝑆 ⊗𝑅 𝐵)

as 𝑆-algebras.
The proofs are omitted, but trivial.

2.10. Exactness properties of the tensor product
Let𝑀 be an 𝑅-module. There is a functor

𝑇𝑀 ∶Mod𝑅 →Mod𝑅
from the category of 𝑅-modules to itself given by

𝑇𝑀(𝑁) = 𝑀 ⊗𝑅 𝑁; 𝑇𝑀(𝑁
𝑓−→ 𝑁′) = id𝑀⊗𝑓

We intend to show that if

𝐴 𝐵 𝐶 0𝑓 𝑔

is an exact sequence of 𝑅-modules, then

𝑀 ⊗𝑅 𝐴 𝑀 ⊗𝑅 𝐵 𝑀 ⊗𝑅 𝐶 0𝑇𝑀(𝑓) 𝑇𝑀(𝑔)

is also an exact sequence. This shows that 𝑇𝑀 is a right exact functor.

107
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Definition. Let 𝑄, 𝑃 be 𝑅-modules. Then
Hom𝑅(𝑄, 𝑃) = {𝑓 ∶ 𝑄 → 𝑃 ∣ 𝑓 is 𝑅-linear}

This is also an 𝑅-module: if 𝜑 ∈ Hom𝑅(𝑄, 𝑃),
(𝑟 ⋅ 𝜑)(𝑞) = 𝑟 ⋅ 𝜑(𝑞)

Definition. Let 𝑄, 𝑃 be 𝑅-modules. Then
Hom𝑅(𝑄,−) ∶Mod𝑅 →Mod𝑅

and
Hom𝑅(−, 𝑃) ∶Modop𝑅 →Mod𝑅

are functors, with action on morphisms 𝑓 ∶ 𝑁′ → 𝑁 given by

Hom𝑅(𝑄, 𝑓)(𝜑) = 𝑓 ∘ 𝜑 = 𝑓⋆(𝜑) ∶ Hom𝑅(𝑄, 𝑁′) → Hom𝑅(𝑄, 𝑁′)
and

Hom𝑅(𝑓, 𝑃)(𝜑) = 𝜑 ∘ 𝑓 = 𝑓⋆(𝜑) ∶ Hom𝑅(𝑁, 𝑄) → Hom𝑅(𝑁′, 𝑄)

Proposition. Suppose
0 𝐴 𝐵 𝐶𝑓 𝑔

is exact. Then, so is

0 Hom𝑅(𝑄, 𝐴) Hom𝑅(𝑄, 𝐵) Hom𝑅(𝑄, 𝐶)
𝑓⋆ 𝑔⋆

Thus, the covariant hom-functor is left exact.

Proof. First, we show 𝑓⋆ is injective. Suppose 𝑓⋆(𝜑) = 0, so 𝑓 ∘ 𝜑 = 0. Then as 𝑓 is injective,
𝑓(𝜑(𝑥)) = 0 implies 𝜑(𝑥) = 0, giving 𝜑 = 0 as required.
Now consider 𝜑 ∶ 𝑄 → 𝐴. Then

𝑔⋆(𝑓⋆(𝜑)) = 𝑔 ∘ (𝑓 ∘ 𝜑) = (𝑔 ∘ 𝑓) ∘ 𝜑 = 0 ∘ 𝜑 = 0
so im𝑓⋆ ⊆ ker 𝑔⋆. Now suppose 𝜑 ∶ 𝑄 → 𝐵 has 𝑔⋆(𝜑) = 𝑔 ∘ 𝜑 = 0. So for all 𝑥 ∈ 𝑄,
𝑔(𝜑(𝑥)) = 0. By exactness of the original sequence, 𝜑(𝑥) ∈ im𝑓. As 𝑓 is injective, 𝜑(𝑥) has
a unique preimage 𝜓(𝑥) under 𝑓. As 𝑓 is 𝑅-linear, so is 𝜓 ∶ 𝑄 → 𝐴. Hence 𝑓⋆(𝜓) = 𝜑 as
required.

Proposition. Suppose
𝐴 𝐵 𝐶 0𝑓 𝑔

is exact. Then, so is

0 Hom𝑅(𝐶, 𝑃) Hom𝑅(𝐵, 𝑃) Hom𝑅(𝐴, 𝑃)
𝑔⋆ 𝑓⋆

Thus, the contravariant hom-functor is also left-exact.
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Proof. First, we show 𝑔⋆ is injective. Suppose 𝑔⋆(𝜑) = 0, so 𝜑 ∘ 𝑔 = 0. As 𝑔 is surjective, we
must have 𝜑 = 0.
Now consider 𝜑 ∶ 𝐶 → 𝑃. Then

𝑓⋆(𝑔⋆(𝜑)) = (𝜑 ∘ 𝑔) ∘ 𝑓 = 𝜑 ∘ (𝑔 ∘ 𝑓) = 𝜑 ∘ 0 = 0

so im 𝑔⋆ ⊆ ker𝑓⋆. Now suppose 𝜑 ∶ 𝐵 → 𝑃 has 𝑓⋆(𝜑) = 𝜑 ∘ 𝑓 = 0. So for all 𝑥 ∈ 𝐴,
𝜑(𝑓(𝑥)) = 0. Define 𝜓 ∶ 𝐶 → 𝑃 by

𝜓(𝑔(𝑥)) = 𝜑(𝑥)

We show this is well-defined. If 𝑔(𝑥) = 𝑔(𝑦), then 𝑔(𝑥 − 𝑦) = 0, so 𝑥 − 𝑦 = 𝑓(𝑎) for some
𝑎 ∈ 𝐴. But then 𝜑(𝑓(𝑎)) = 0, so 𝜑(𝑥) = 𝜑(𝑦). As 𝜑 and 𝑔 are 𝑅-linear, so is 𝜓. Hence
𝑔⋆(𝜓) = 𝜑 as required.

Lemma. Consider a sequence of 𝑅-modules

𝐴 𝐵 𝐶𝑓 𝑔

Suppose that for each 𝑅-module 𝑃,

Hom𝑅(𝐶, 𝑃) Hom𝑅(𝐵, 𝑃) Hom𝑅(𝐴, 𝑃)
𝑔⋆ 𝑓⋆

is exact. Then the original sequence

𝐴 𝐵 𝐶𝑓 𝑔

is exact.

Proof. First, take 𝑃 = 𝐶. By hypothesis, the following sequence is exact.

Hom𝑅(𝐶, 𝐶) Hom𝑅(𝐵, 𝐶) Hom𝑅(𝐴, 𝐶)
𝑔⋆ 𝑓⋆

Consider
id𝐶 ↦ id𝐶 ∘𝑔 ↦ id𝐶 ∘𝑔 ∘ 𝑓

By exactness, id𝐶 must be mapped to zero under 𝑓⋆ ∘ 𝑔⋆, so 𝑔 ∘ 𝑓 = 0. Hence im𝑓 ⊆ ker 𝑔.
Now, take 𝑃 = 𝐵⟋im𝑓 = coker𝑓.

Hom𝑅 (𝐶, 𝐵⟋im𝑓) Hom𝑅 (𝐵, 𝐵⟋im𝑓) Hom𝑅 (𝐴, 𝐵⟋im𝑓)
𝑔⋆ 𝑓⋆

Let ℎ ∶ 𝐵 → 𝐵⟋im𝑓 be the quotient map. Then,

𝑓⋆(ℎ) = ℎ ∘ 𝑓; ℎ(𝑓(𝑥)) = 0

Thus by exactness, ℎ has a preimage 𝑒 ∶ 𝐶 → 𝐵⟋im𝑓. Then 𝑔⋆(𝑒) = 𝑒 ∘ 𝑔 = ℎ, so ker 𝑔 ⊆
kerℎ = im𝑓, giving the reverse inclusion.
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By the universal property of the tensor product,

Hom𝑅(𝑀 ⊗𝑅 𝑁, 𝐿) ≃ Bilin𝑅(𝑀 × 𝑁, 𝐿) ≃ Hom𝑅(𝑁,Hom𝑅(𝑀, 𝐿))

given by
𝜑 ↦ (𝑛 ↦ 𝑚 ↦ 𝜑(𝑚⊗ 𝑛)); (𝑚 ⊗ 𝑛 ↦ 𝜑(𝑚)(𝑛)) ↤ 𝜑

This bijection is natural, in the sense that many commutative diagrams involving them will
commute.

Proposition. Let𝑀 be an 𝑅-module. Then the functor 𝑇𝑀 = 𝑀 ⊗𝑅 (−) is right exact.

Proof. Consider an exact sequence of 𝑅-modules

𝐴 𝐵 𝐶 0𝑓 𝑔

We must show that

𝑀 ⊗𝑅 𝐴 𝑀 ⊗𝑅 𝐵 𝑀 ⊗𝑅 𝐶 0id𝑀 ⊗𝑓 id𝑀 ⊗𝑔

is exact. Let 𝑃 be an 𝑅-module, and consider apply the functor Hom(−, 𝑃) to this sequence.
As this is left exact, the resulting sequence will be exact.

0 Hom𝑅(𝐶, 𝑃) Hom𝑅(𝐵, 𝑃) Hom𝑅(𝐴, 𝑃)
𝑔⋆ 𝑓⋆

Then, apply the functor Hom(𝑀,−), which is also left exact.

0 Hom𝑅(𝑀,Hom𝑅(𝐶, 𝑃)) Hom𝑅(𝑀,Hom𝑅(𝐵, 𝑃)) Hom𝑅(𝑀,Hom𝑅(𝐴, 𝑃))
(𝑔⋆)⋆ (𝑓⋆)⋆

We thus obtain

0 Hom𝑅(𝑀,Hom𝑅(𝐶, 𝑃)) Hom𝑅(𝑀,Hom𝑅(𝐵, 𝑃)) Hom𝑅(𝑀,Hom𝑅(𝐴, 𝑃))

0 Hom𝑅(𝑀 ⊗𝑅 𝐶, 𝑃) Hom𝑅(𝑀 ⊗𝑅 𝐵, 𝑃) Hom𝑅(𝑀 ⊗𝑅 𝐴, 𝑃)
≃≃≃≃

As this diagram commutes, the bottom sequence is exact. Since this holds for all 𝑃, by the
previous lemma, we can cancel 𝑃 to give exact sequences

0 𝑀 ⊗𝑅 𝐶 𝑀 ⊗𝑅 𝐵 𝑀 ⊗𝑅 𝐶 𝑀 ⊗𝑅 𝐵 𝑀 ⊗𝑅 𝐴

which combine into the longer sequence as required.

Remark. It is not the case that if

𝐴 𝐵 𝐶
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is exact, then
𝑀 ⊗𝑅 𝐴 𝑀 ⊗𝑅 𝐵 𝑀 ⊗𝑅 𝐶

is also exact; the fact that the sequence has a zero on the right is important. Consider the
exact sequence

0 ℤ ℤ×2

and tensor with ℤ⟋2ℤ. We would then obtain

0 ℤ⟋2ℤ⊗ ℤ ℤ⟋2ℤ⊗ ℤ

0 ℤ⟋2ℤ ℤ⟋2ℤ

×2

≃ ≃ ≃

×2

but this sequence is not exact.

2.11. Flat modules
Definition. An 𝑅-module 𝑀 is flat if whenever 𝑓 ∶ 𝑁 → 𝑁′ is 𝑅-linear and injective, the
map

id𝑀⊗𝑓 ∶ 𝑀 ⊗𝑅 𝑁 → 𝑀 ⊗𝑅 𝑁′

is injective.

Example. (i) ℤ⟋2ℤ is not a flat ℤ-module.

(ii) Free modules are flat. Suppose 𝑓 ∶ 𝑁 → 𝑁′ is an injective 𝑅-linear map. Then

𝑅⊕𝐼 ⊗𝑅 𝑁 𝑅⊕𝐼 ⊗𝑅 𝑁′

𝑁⊕𝐼 (𝑁′)⊕𝐼

id𝑅⊕𝐼 ⊗𝑓

≃≃

𝑔

commutes, where
𝑔((𝑛𝑖)𝑖∈𝐼) = (𝑓(𝑛𝑖))𝑖∈𝐼

But 𝑔 is injective, so id𝑅⊕𝐼 ⊗𝑓must also be injective.

(iii) The base ring matters. One can see that ℤ⟋2ℤ is not a flat ℤ-module but it is a flat
ℤ⟋2ℤ-module as it is a free ℤ⟋2ℤ-module.

Definition. An 𝑅-module𝑀 is torsion-free if 𝑟𝑚 ≠ 0 whenever 𝑟 is not a zero divisor in 𝑅
and𝑚 ≠ 0.

Proposition. Flat modules are torsion-free.
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Proof. Suppose 𝑀 is not torsion-free. Then there is 𝑟0 ∈ 𝑅 not a zero divisor and 𝑚0 ≠ 0,
such that 𝑟0𝑚0 = 0. Consider the 𝑅-linear map 𝑓 ∶ 𝑅 → 𝑅 given by multiplication by 𝑟0. Its
kernel is zero, as 𝑟0 is not a zero divisor. So 𝑓 is injective. The following diagram commutes.

𝑀 ⊗𝑅 𝑅 𝑀 ⊗𝑅 𝑅

𝑀 𝑀

id𝑀 ⊗𝑓

≃≃

𝑚↦𝑟0𝑚

If𝑀were flat, id𝑀⊗𝑓would be injective, but then themap𝑚 ↦ 𝑟0𝑚would also be injective,
which is a contradiction.

Example. Let 𝑅 be an integral domain, and let 𝐼 be a nonzero ideal of 𝑅. Then 𝑅⟋𝐼 is not
flat. Indeed, if 𝐼 = 𝑅 then 𝑅⟋𝐼 = 0 is not flat. Instead, suppose 𝐼 ⊊ 𝑅, and let 0 ≠ 𝑥 ∈ 𝐼.
Tensoring with 𝑅⟋𝐼, the map 𝑅⟋𝐼 → 𝑅⟋𝐼 given by multiplication by 𝑥 is the zero map, but 𝑅⟋𝐼
is not the zero module, so 𝑅⟋𝐼 is not torsion-free.

Proposition. Let𝑀 be an 𝑅-module. Then the following are equivalent.

(i) 𝑇𝑀 preserves exactness of all exact sequences;

(ii) 𝑇𝑀 preserves exactness of short exact sequences;

(iii) 𝑀 is flat;

(iv) if 𝑓 ∶ 𝑁 → 𝑁′ is 𝑅-linear and injective, and 𝑁,𝑁′ are finitely generated 𝑅-modules,
then id𝑀⊗𝑓 is injective.

Note that a map 𝑓 ∶ 𝑀 → 𝑁 is injective exactly when the sequence

0 𝑀 𝑁𝑓

is exact, so all of these conditions relate exact sequences.

Proof. Note that (i) implies (ii) which implies (iii) which implies (iv).

(ii) implies (i). Suppose the sequence

𝐴 𝐵 𝐶𝑓 𝑔
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is exact. Then, the following diagram is exact.

0 0 0

ker𝑓 im 𝑔

𝐴 𝐵 𝐶

im𝑓 = ker 𝑔 coker 𝑔

0 0 0

𝑓 𝑔

After applying 𝑇 = 𝑇𝑀 , the diagram still commutes, and the diagonal lines remain exact.

im(𝑇𝐴 → 𝑇𝐵) = im(𝑇𝐴 → 𝑇(im𝑓) → 𝑇𝐵)
= im(𝑇(im𝑓) → 𝑇𝐵)
= ker(𝑇𝐵 → 𝑇(im 𝑔))
= ker(𝑇𝐵 → 𝑇(im 𝑔) → 𝑇𝐶)
= ker(𝑇𝐵 → 𝑇𝐶)

(iii) implies (ii). Suppose the sequence

0 𝐴 𝐵 𝐶 0𝑓 𝑔

is exact. As 𝑇𝑀 is right exact, we obtain the exact sequence

𝑀 ⊗𝑅 𝐴 𝑀 ⊗𝑅 𝐵 𝑀 ⊗𝑅 𝐶 0id𝑀 ⊗𝑓 id𝑀 ⊗𝑔

It suffices to show that id𝑀⊗𝑓 is injective, but this is precisely the hypothesis of (iii).
(iv) implies (iii). Let 𝑓 ∶ 𝑁 → 𝑁′ be 𝑅-linear and injective. Let∑𝑚𝑖⊗𝑛𝑖 ∈ 𝑀⊗𝑅𝑁 be such
that

0 = (id𝑀⊗𝑓)(∑𝑚𝑖 ⊗ 𝑛𝑖) ∈ 𝑀 ⊗𝑁′

Then there are finitely generated submodules 𝐿, 𝐿′ of 𝑁,𝑁′ such that the 𝑛𝑖 are elements of
𝐿 and

0 = (id𝑀⊗𝑓)(∑𝑚𝑖 ⊗ 𝑛𝑖) ∈ 𝑀 ⊗ 𝐿′

By (iv), we obtain
0 = ∑𝑚𝑖 ⊗ 𝑛𝑖 ∈ 𝑀 ⊗ 𝐿

But 𝐿 is a submodule of 𝑁, so
0 = ∑𝑚𝑖 ⊗ 𝑛𝑖 ∈ 𝑀 ⊗𝑁

Hence id𝑀⊗𝑓 ∶ 𝑀 ⊗𝑅 𝑁 → 𝑀 ⊗𝑅 𝑁′ is injective.
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II. Commutative Algebra

Proposition. Let 𝑓 ∶ 𝑅 → 𝑆 be a ring homomorphism, and let𝑀 be a flat 𝑅-module. Then
𝑆 ⊗𝑅 𝑀 is a flat 𝑆-module.

Proof. Let 𝑔 ∶ 𝑁 → 𝑁′ be an 𝑆-linear injective map. Then

(𝑆 ⊗𝑅 𝑀) ⊗𝑆 𝑁 (𝑆 ⊗𝑅 𝑀) ⊗𝑆 𝑁′

𝑀 ⊗𝑅 𝑁 𝑀 ⊗𝑅 𝑁′
id𝑀 ⊗𝑔

≃ ≃

id𝑆⊗𝑅𝑀 ⊗𝑔

commutes. The map id𝑀⊗𝑔 is injective as𝑀 is flat, so the map id𝑆⊗𝑅𝑀⊗𝑔 is also injective.
Thus 𝑆 ⊗𝑅 𝑀 is a flat 𝑆-module.

We now explore some further examples of tensor products.

Example. Consider ℚ⊗ℤ
ℤ⟋𝑛ℤ. In this ring,

𝑥 ⊗ 𝑦 = 𝑛 ⋅ 𝑥𝑛 ⊗ 𝑦 = 𝑥
𝑛 ⊗ 𝑛𝑦 = 𝑥

𝑛 ⊗ 0 = 0

So this ring is trivial. To prove this, we used the fact that for all 𝑥 ∈ ℚ and 𝑛 ≥ 1, there is an
element 𝑦 ∈ ℚ such that 𝑛𝑦 = 𝑥. We say that ℚ is a divisible group. We also needed the fact
that ℤ⟋𝑛ℤ is a torsion group: all elements are of finite order. Hence the tensor product of a
divisible group with a torsion group is zero. In particular, it follows that

ℚ⟋ℤ⊗ℤ
ℚ⟋ℤ = 0

However, for an 𝑅-module𝑀 ≠ 0, if𝑀 is finitely generated then𝑀 ⊗𝑅 𝑀 ≠ 0.
Example. Let 𝑉 be a vector space over ℚ. Then ℚ ⊗ℚ 𝑉 ≃ 𝑉 as ℚ-modules, given by the
map 𝑥 ⊗ 𝑣 ↦ 𝑥𝑣. However, ℚ⊗ℤ 𝑉 is also isomorphic to 𝑉 , given by the same map. First,
note that every tensor in ℚ⊗ℤ 𝑉 is pure.

∑ 𝑎𝑖
𝑏𝑖
⊗ 𝑣𝑖 = ∑ 1

𝑏𝑖
⊗ 𝑎𝑖𝑣𝑖 = ∑ 1

𝑏𝑖
⊗ 𝑏𝑖

𝑎𝑖
𝑏𝑖
𝑣𝑖 = ∑1⊗ 𝑎𝑖

𝑏𝑖
𝑣𝑖 = 1 ⊗∑ 𝑎𝑖

𝑏𝑖
𝑣𝑖

Surjectivity of the map is clear as 1⊗𝑣 → 𝑣. We check injectivity on pure tensors. If 𝑥𝑣 = 0,
then 𝑥 = 0 or 𝑣 = 0, and in any case, 𝑥 ⊗ 𝑣 = 0.
Example. Consider

𝑀 ⊗𝑅 (⨁
𝑖∈𝐼

𝑁 𝑖) ≃⨁
𝑖∈𝐼

(𝑀 ⊗𝑅 𝑁 𝑖)

given by 𝑚⊗ (𝑛𝑖)𝑖∈𝐼 ↦ (𝑚⊗ 𝑛𝑖)𝑖∈𝐼 . This is not true with the direct product. However, we
do have a map

𝑀 ⊗𝑅 (∏
𝑖∈𝐼

𝑁 𝑖) →∏
𝑖∈𝐼

(𝑀 ⊗𝑅 𝑁 𝑖)
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2. Tensor products

given by the same formula, but this is in general not an isomorphism. Consider

ℚ⊗ℤ

∞
∏
𝑛=1

ℤ⟋2𝑛ℤ →
∞
∏
𝑛=1

(ℚ ⊗ℤ
ℤ⟋2𝑛ℤ)

The right-hand side is zero, as each factor is a tensor product of a divisible group by a torsion
group. However, the left-hand side is nonzero. Let

𝑔 = (1, 1, 1,… ) ∈
∞
∏
𝑛=1

ℤ⟋2𝑛ℤ

This is an element of infinite order, so ⟨𝑔⟩ ≃ ℤ as a subgroup of∏∞
𝑛=1

ℤ⟋2𝑛ℤ. Thus

ℚ⊗ℤ ⟨𝑔⟩ ≃ ℚ

as ℤ-modules. But we have an injective inclusion map

⟨𝑔⟩ →
∞
∏
𝑛=1

ℤ⟋2𝑛ℤ

We will later show that ℚ is a flat ℤ-module. This justifies the fact that there is an inclusion

ℚ⊗ℤ ⟨𝑔⟩ ↣ ℚ⊗ℤ

∞
∏
𝑛=1

ℤ⟋2𝑛ℤ

showing that in particular the module in question is nonzero.

Example. Consider ℂ⊗ℝ ℂ. We will choose to extend scalars on the left, treating the right-
hand copy of ℂ as an ℝ-module isomorphic to ℝ2. As a module, ℂ ⊗ℝ ℂ ≃ ℂ ⊗ℝ ℝ2 is
isomorphic to ℂ2. The basis for ℂ2 is given by 1 ⊗ 1, 1 ⊗ 𝑖.

As a ℂ-algebra, we again choose to extend scalars on the left, considering the right-hand
copy of ℂ as an ℝ-algebra.

ℂ⊗ℝ ℂ ≃ ℂ⊗ℝ
ℝ[𝑇]⟋(𝑇2 + 1)

≃ ℂ[𝑇]⟋(𝑇2 + 1)
≃ ℂ[𝑇]⟋(𝑇 − 𝑖)(𝑇 + 𝑖)
≃ ℂ[𝑇]⟋(𝑇 − 𝑖) × ℂ[𝑇]⟋(𝑇 + 𝑖)
≃ ℂ × ℂ
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II. Commutative Algebra

using the Chinese remainder theorem, which will be explored later. The action of this iso-
morphism on a pure tensor is

𝑥 ⊗ 𝑦 = (𝑎 + 𝑏𝑖) ⊗ (𝑐 + 𝑑𝑖) ↦ (𝑎 + 𝑏𝑖) ⊗ (𝑐 + 𝑑𝑇 + (𝑇2 + 1)ℝ[𝑇])
↦ (𝑎 + 𝑏𝑖)(𝑐 + 𝑑𝑇) + (𝑇2 + 1)ℂ[𝑇]
= (𝑎𝑐 + 𝑏𝑑𝑖𝑇) + (𝑖𝑏𝑐 + 𝑎𝑑𝑇)⏟⎵⎵⎵⎵⎵⎵⎵⏟⎵⎵⎵⎵⎵⎵⎵⏟

𝑃
+(𝑇2 + 1)ℂ[𝑇]

↦ (𝑃 + (𝑇 − 𝑖)ℂ[𝑇], 𝑃 + (𝑇 + 𝑖)ℂ[𝑇])
↦ ((𝑎𝑐 − 𝑏𝑑) + 𝑖(𝑏𝑐 + 𝑎𝑑), (𝑎𝑐 + 𝑏𝑑) + 𝑖(𝑏𝑐 − 𝑎𝑑)) = (𝑥𝑦, 𝑥𝑦)
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3. Localisation

3. Localisation
3.1. Definitions
Definition. A multiplicative set or multiplicatively closed set 𝑆 ⊆ 𝑅 is a subset such that
1 ∈ 𝑆 and if 𝑎, 𝑏 ∈ 𝑆, then 𝑎𝑏 ∈ 𝑆. If 𝑈 ⊆ 𝑅 is any set, itsmultiplicative closure 𝑆 is the set

{
𝑛
∏
𝑖=1

𝑢𝑖
||||
𝑛 ≥ 0, 𝑢𝑖 ∈ 𝑈}

which is the smallest multiplicatively closed set containing 𝑈 .
Example. (i) If 𝑅 is an integral domain, then 𝑆 = 𝑅 ∖ {0} is multiplicative.
(ii) More generally, if 𝔭 is a prime ideal in 𝑅, then 𝑆 = 𝑅 ∖ 𝔭 is multiplicative.
(iii) If 𝑥 ∈ 𝑅, then the set {𝑥𝑛 ∣ 𝑛 ≥ 0} is multiplicative.
Remark. ℚ is obtained from ℤ by adding inverses for the elements of the multiplicative sub-
set ℤ ∖ {0}. We have a ring homomorphism ℤ ↣ ℚ. We generalise this construction to
arbitrary rings and multiplicative sets. In general, injectivity of the ring homomorphism in
question may fail.

Definition. Let 𝑆 ⊆ 𝑅 be a multiplicative set, and let𝑀 be an 𝑅-module. Then the localisa-
tion of𝑀 by 𝑆 is the set 𝑆−1𝑀 = 𝑀 × 𝑆⟋∼where (𝑚1, 𝑠1) ∼ (𝑚2, 𝑠2) if and only if there exists
𝑢 ∈ 𝑆 such that 𝑢(𝑠2𝑚1 − 𝑠1𝑚2) = 0. We write 𝑚

𝑠
for the equivalence class corresponding to

(𝑚, 𝑠). We make 𝑆−1𝑀 into an 𝑅-module by defining
𝑚1
𝑠1

+ 𝑚2
𝑠2

= 𝑚1𝑠2 +𝑚2𝑠1
𝑠1𝑠2

; 𝑟 ⋅ 𝑚𝑠 = 𝑟𝑚
𝑠

We can make 𝑆−1𝑅 into a ring by defining
𝑟1
𝑠1
⋅ 𝑟2𝑠2

= 𝑟1𝑟2
𝑠1𝑠2

Then 𝑆−1𝑀 is an 𝑆−1𝑅-module by
𝑟
𝑠 ⋅

𝑚
𝑡 = 𝑟𝑚

𝑠𝑡
We have the localisation map 𝑅 → 𝑆−1𝑅 given by 𝑟 ↦ 𝑟

1
, which is a ring homomorphism.

We also have the localisation map𝑀 → 𝑆−1𝑀 given by𝑚 ↦ 𝑚
1
, which is a homomorphism

of 𝑅-modules.
We must show that ∼ is an equivalence relation. The only nontrivial thing to prove is trans-
itivity. Let

𝑢(𝑠2𝑚1 − 𝑠1𝑚2) = 0 = 𝑣(𝑠3𝑚2 − 𝑠2𝑚3); 𝑢, 𝑣 ∈ 𝑆
Then

0 = 𝑢𝑣(𝑠2𝑠3𝑚1 − 𝑠1𝑠3𝑚2) + 𝑢𝑣(𝑠1𝑠3𝑚2 − 𝑠1𝑠2𝑚3) = 𝑢𝑣𝑠2(𝑠3𝑚1 − 𝑠1𝑚3); 𝑢𝑣𝑠2 ∈ 𝑆
as required. All other operations mentioned are well-defined; the proofs are not enlighten-
ing so are omitted.
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II. Commutative Algebra

3.2. Universal property for rings
Proposition. Let 𝑈 ⊆ 𝑅, and let 𝑆 ⊆ 𝑅 be its multiplicative closure. Let 𝑓 ∶ 𝑅 → 𝐵 be
a ring homomorphism such that 𝑓(𝑢) is a unit for all 𝑢 ∈ 𝑈 . Then there is a unique ring
homomorphism ℎ ∶ 𝑆−1𝑅 → 𝐵 such that the following diagram commutes.

𝑅 𝑆−1𝑅

𝐵

𝜄𝑆−1𝑅

ℎ
𝑓

where 𝜄𝑆−1𝑅(𝑟) =
𝑟
1
, so in particular, 𝑓(𝑟) = ℎ( 𝑟

1
).

Thus
HomRing(𝑆−1𝑅, 𝐵) ≃ {𝜑 ∈ HomRing(𝑅, 𝐵) ∣ 𝜑(𝑈) ⊆ 𝐵×}

mapping
𝑓 ↦ (𝑟 ↦ 𝑟

1); (𝑟𝑠 ↦
𝜑(𝑟)
𝜑(𝑠)) ↤ 𝜑

Proof. Let 𝑓 ∶ 𝑅 → 𝐵 be a ring homomorphism such that 𝑓(𝑢) is a unit for all 𝑢 ∈ 𝑈 . Then
𝑓(𝑠) is a unit for all 𝑠 ∈ 𝑆. We want to construct a ring homomorphism ℎ ∶ 𝑆−1𝑅 → 𝐵 such
that 𝑓(𝑟) = ℎ( 𝑟

1
) for all 𝑟 ∈ 𝑅. Such an ℎmust satisfy the following condition.

1 = ℎ(1) = ℎ(1𝑠 ⋅
𝑠
1) = ℎ(1𝑠 )𝑓(𝑠)

Thus ℎ( 1
𝑠
) = 𝑓(𝑠)−1. Hence, we must have

ℎ(𝑟𝑠) = ℎ(1𝑠 )ℎ(
𝑟
1) = 𝑓(𝑠)−1𝑓(𝑟)

It thus suffices to show that this ℎ is well-defined; it is then a ring homomorphism satisfying
the correct property. If 𝑟1

𝑠1
= 𝑟2

𝑠2
, then there is 𝑡 ∈ 𝑆 such that 𝑡𝑠2𝑟1 = 𝑡𝑠1𝑟2. Applying 𝑓,

𝑓(𝑡)𝑓(𝑠2)𝑓(𝑟1) = 𝑓(𝑡)𝑓(𝑠1)𝑓(𝑟2)

As 𝑓(𝑡), 𝑓(𝑠1), 𝑓(𝑠2) are invertible,
𝑓(𝑟1)
𝑓(𝑠1)

= 𝑓(𝑟2)
𝑓(𝑠2)

so ℎ is well-defined.

Proposition. Suppose (𝐴, 𝑗)has the sameuniversal property of (𝑆−1𝑅, 𝜄𝑆−1𝑅)where 𝜄𝑆−1𝑅(𝑟) =𝑟
1
, then there is a unique ring isomorphism 𝑆−1𝑅 → 𝐴mapping 𝑟

𝑠
to 𝑗(𝑠)−1𝑗(𝑟).

Remark. (i) Let 𝑟
𝑠
∈ 𝑆−1𝑅. Then 𝑟

𝑠
= 0

1
if and only if there exists 𝑢 ∈ 𝑆 such that 𝑢𝑟 = 0.
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(ii) In particular, 𝑆−1𝑅 = 0 when 1
1
= 0

1
, which occurs precisely when 0 ∈ 𝑆.

(iii) ker 𝜄𝑆−1𝑅 = {𝑟 ∈ 𝑅 ∣ ∃𝑢 ∈ 𝑆, 𝑢𝑟 = 0}.
(iv) 𝜄𝑆−1𝑅 is injective if and only if 𝑆 contains no zero divisors.
(v) 𝜄𝑆−1𝑅 is always an epimorphism, but usually not surjective. For example, the map

𝜄 ∶ ℤ ↣ ℚ is epic. Indeed, for 𝑓, 𝑔 ∶ ℚ → 𝐴 are such that 𝑓 ∘ 𝜄 = 𝑔 ∘ 𝜄, then

𝑓(𝑝𝑞) =
𝑓(𝜄(𝑝))
𝑓(𝜄(𝑞)) =

𝑔(𝜄(𝑝))
𝑔(𝜄(𝑞)) = 𝑔(𝑝𝑞)

Example. (i) Let 𝑓 ∈ 𝑅 and define 𝑆 = {𝑓𝑛 ∣ 𝑛 ≥ 0}. Define 𝑅𝑓 = 𝑆−1𝑅. Taking for
instance 𝑅 = ℤ and 𝑓 = 2,

𝑅𝑓 = { 𝑎2𝑛
|| 𝑎 ∈ ℤ, 𝑛 ≥ 0} = ℤ[12]

producing the ring of dyadic rational numbers. Since we write ℤ⟋𝑛ℤ for the finite
quotient ring and ℤ2 for the 2-adic integers, we must use the notation ℤ[

1
2
] for this

particular construction instead. Thus 𝑅𝑓 is the zero ring if and only if 𝑓 is nilpotent.
(ii) Let 𝔭 ∈ Spec𝑅, where Spec𝑅 is the set of prime ideals in 𝑅. Then 𝑆 = 𝑅 ∖ 𝔭 is a

multiplicative set. Consider (𝑅 ∖ 𝔭)−1𝑅 = 𝑅𝔭. For example,

ℤ(3) = {𝑎𝑏
|| 𝑎, 𝑏 ∈ ℤ, 3 ∤ 𝑏}

3.3. Functoriality
Proposition. Let 𝑀 be an 𝑅-module and 𝑆 ⊆ 𝑅 be a multiplicative set. Then there is an
isomorphism of 𝑆−1𝑅-modules

𝑆−1𝑅 ⊗𝑅 𝑀 → 𝑆−1𝑀

given by 𝑟
𝑠
⊗𝑚 ↦ 𝑟𝑚

𝑠
.

Thus the localisation of any module can be reduced to a tensor product with the localisation
of a ring.

Proof. Define the map 𝑆−1𝑅 × 𝑀 → 𝑆−1𝑀 mapping ( 𝑟
𝑠
, 𝑚) ↦ 𝑟𝑚

𝑠
; this is bilinear and thus

gives rise to an 𝑅-linear map 𝜑 ∶ 𝑆−1𝑅⊗𝑀 → 𝑆−1𝑀 with the desired action on pure tensors.
One can check that this is in fact 𝑆−1𝑅-linear. Clearly 𝜑 is surjective by 1

𝑠
⊗ 𝑚 ↦ 𝑚

𝑠
. For

injectivity, we first show that every tensor

∑
𝑖

𝑟𝑖
𝑠𝑖
⊗𝑚𝑖 ∈ 𝑆−1𝑅 ⊗𝑅 𝑀
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II. Commutative Algebra

is pure. We define
𝑠 =∏

𝑖
𝑠𝑖; 𝑡𝑗 =∏

𝑗≠𝑖
𝑠𝑗

hence

∑
𝑖

𝑟𝑖
𝑠𝑖
⊗𝑚𝑖 = ∑

𝑖

1
𝑠𝑖
⊗ 𝑟𝑖𝑚𝑖 = ∑

𝑖

𝑡𝑖
𝑠 ⊗ 𝑟𝑖𝑚𝑖 = ∑

𝑖

1
𝑠 ⊗ 𝑡𝑖𝑟𝑖𝑚𝑖 =

1
𝑠 ⊗∑

𝑖
𝑡𝑖𝑟𝑖𝑚𝑖

as required. Now, it suffices to prove injectivity on pure tensors. If 𝜑( 1
𝑠
⊗𝑚) = 0

1
, then

there exists 𝑢 ∈ 𝑆 such that

𝑢(1𝑚 − 0𝑠) = 0 ⟹ 𝑢𝑚 = 0

Thus 1
𝑠 ⊗𝑚 = 𝑢

𝑢𝑠 ⊗𝑚 = 1
𝑢𝑠 ⊗ 𝑢𝑚 = 1

𝑢𝑠 ⊗ 0 = 0

as required.

The map 𝑆−1𝑅⊗(−) acts on modules and onmorphisms. The map 𝑆−1(−) acts on modules,
and can be extended to act on morphisms in the following way. If 𝑓 ∶ 𝑁 → 𝑁′ is 𝑅-linear,
we produce the commutative diagram

𝑆−1𝑅 ⊗𝑅 𝑁 𝑆−1𝑅 ⊗𝑅 𝑁′

𝑆−1𝑁 𝑆−1𝑁′

id𝑆−1𝑅⊗𝑓

∼∼

𝑆−1(𝑓)

with action
1
𝑠
⊗ 𝑛 1

𝑠
⊗ 𝑓(𝑛)

𝑛
𝑠

𝑓(𝑛)
𝑠

Then the functor 𝑆−1𝑅 ⊗𝑅 (−) is naturally isomorphic to the functor 𝑆−1(−).
Remark. If𝐴 is an𝑅-algebra, thenwe have an 𝑆−1𝑅-linear isomorphism 𝑆−1𝑅⊗𝑅𝐴 ⥲ 𝑆−1𝐴;
this is also an isomorphism of 𝑆−1𝑅-algebras.
Lemma. Let 𝑀 be an 𝑆−1𝑅-module. Treating 𝑀 as an 𝑅-module, we can define 𝑆−1𝑀.
Then,

𝑆−1𝑀 ≃ 𝑀
as 𝑆−1𝑅-modules, mapping 𝑚

𝑠
↦ 1

𝑠
𝑚.

Equivalently,𝑀 ≃ 𝑆−1𝑅 ⊗𝑅 𝑀 as 𝑆−1𝑅-modules, mapping𝑚 ↦ 1
1
⊗𝑚.

120



3. Localisation

Proof. The localisation map 𝑀 → 𝑆−1𝑀 maps 𝑚 ↦ 𝑚
1
. This is 𝑆−1𝑅-linear, and surjective

as 1
𝑠
⋅ 𝑚 ↦ 𝑚

𝑠
. To show injectivity, note that 𝑚

1
= 0

1
implies there exists 𝑢 ∈ 𝑆 with 𝑢𝑚 = 0.

Multiplying by 1
𝑢
as𝑀 is an 𝑆−1𝑅-module we obtain𝑚 = 0 as required.

3.4. Universal property for modules

Recall that if 𝑈 has multiplicative closure 𝑆,

HomRing(𝑆−1𝑅, 𝐵) ≃ {𝜑 ∈ HomRing(𝑅, 𝐵) ∣ 𝜑(𝑈) ⊆ 𝐵×}

If𝑀 is a fixed 𝑅-module and 𝐿 is an 𝑆−1𝑅-module, we have

Hom𝑅(𝑀, 𝐿) ≃ Hom𝑆−1𝑅(𝑆−1𝑀,𝐿)

Proposition. Let𝑀 be an 𝑅-module and 𝐿 be an 𝑆−1𝑅-module. Let 𝑓 ∶ 𝑀 → 𝐿 be 𝑅-linear.
Then there exists a unique 𝑆−1𝑅-linear map ℎ ∶ 𝑆−1𝑀 → 𝐿 such that 𝑓 = ℎ ∘ 𝑖𝑆−1𝑀 .

𝑀 𝑆−1𝑀

𝐿

𝑖𝑆−1𝑀

ℎ
𝑓

As usual with universal properties, this characterises 𝑆−1𝑀 uniquely up to unique isomorph-
ism.

Proof. We use the natural isomorphism between 𝑆−1(−) and 𝑆−1𝑅 ⊗𝑅 (−). After applying
this, we have a map

𝜄 ∶ 𝑀 → 𝑆−1𝑅 ⊗𝑅 𝑀; 𝑚 ↦ 1
1 ⊗𝑚

Let 𝑓 ∶ 𝑀 → 𝐿 be 𝑅-linear, and define

ℎ = id𝑆−1𝑅⊗𝑓 ∶ 𝑆−1𝑅 ⊗𝑅 𝑀 → 𝑆−1𝑅 ⊗𝑅 𝐿

Note that 𝑆−1𝑅 ⊗𝑅 𝐿 ≃ 𝐿, so we can consider ℎ as mapping to 𝐿, with action

ℎ(𝑟𝑠 ⊗ 𝑚) = 𝑟
𝑠𝑓(𝑚)

Uniqueness of ℎ follows from the fact that {1 ⊗ 𝑚}𝑚∈𝑀 generate 𝑆−1𝑅 ⊗𝑅 𝑀 as an 𝑆−1𝑅-
module.
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3.5. Exactness
Proposition. The functor 𝑆−1(−) is exact. More explicitly, if

𝐴 𝐵 𝐶𝑓 𝑔

is an exact sequence of 𝑅-modules, then

𝑆−1𝐴 𝑆−1𝐵 𝑆−1𝐶𝑆−1𝑓 𝑆−1𝑔

is an exact sequence of 𝑆−1𝑅-modules.

Proof. First,
(𝑆−1𝑔) ∘ (𝑆−1𝑓) = 𝑆−1(𝑔 ∘ 𝑓) = 𝑆−10 = 0

so im 𝑆−1𝑓 ⊆ ker 𝑆−1𝑔. Now suppose 𝑏
𝑠
∈ ker 𝑆−1𝑔, so 𝑔(𝑏)

𝑠
= 0

1
. Hence there exists 𝑢 ∈ 𝑆

such that 𝑢𝑔(𝑏) = 0. As 𝑔 is 𝑅-linear and 𝑢 ∈ 𝑅, we have 𝑔(𝑢𝑏) = 0. By exactness, 𝑢𝑏 ∈
ker 𝑔 = im𝑓. Thus there exists 𝑎 ∈ 𝐴 such that 𝑓(𝑎) = 𝑢𝑏. Hence,

𝑏
𝑠 =

𝑢𝑏
𝑢𝑠 =

𝑓(𝑎)
𝑢𝑠 = 𝑆−1𝑓( 𝑎𝑢𝑠)

In particular, 𝑆−1𝑅 is a flat 𝑅-module, so for example ℚ is a flat ℤ-module.

Remark. Suppose 𝑁 ⊆ 𝑀 are 𝑅-modules, and 𝜄 ∶ 𝑁 → 𝑀 is the inclusion map. Then
applying the localisation, the map 𝑆−1𝜄 ∶ 𝑆−1𝑁 → 𝑆−1𝑀 given by 𝑛

𝑠
↦ 𝑛

𝑠
is still injective.

Note that the similar result for tensor products fails.

Proposition. Let𝑀 be an 𝑅-module and 𝑁, 𝑃 be submodules of𝑀. Then,

(i) 𝑆−1(𝑁 + 𝑃) = 𝑆−1𝑁 + 𝑆−1𝑃;

(ii) 𝑆−1(𝑁 ∩ 𝑃) = 𝑆−1𝑁 ∩ 𝑆−1𝑃;

(iii) 𝑆
−1𝑀⟋𝑆−1𝑁 ⥲ 𝑆−1(𝑀⟋𝑁) given by

𝑚
𝑠
+ 𝑆−1𝑁 ↦ 𝑚+𝑁

𝑠
.

Parts (i) and (ii) rely on a slight abuse of notation, thinking of 𝑆−1𝑁 as a submodule of 𝑆−1𝑀.
Due to the above remark, this should not cause confusion.

Proof. Part (i). Note that
𝑛 + 𝑝
𝑠 = 𝑛

𝑠 +
𝑝
𝑠 ∈ 𝑆−1𝑁 + 𝑆−1𝑃

and 𝑛
𝑠1
+ 𝑝
𝑠2
= 𝑠2𝑛 + 𝑠1𝑝

𝑠1𝑠2
∈ 𝑆−1(𝑁 + 𝑃)
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Part (ii). The forward inclusion is clear. Conversely, suppose 𝑥 ∈ 𝑆−1𝑁 ∩ 𝑆−1𝑃, so 𝑥 = 𝑛
𝑠1
=

𝑝
𝑠2
. Hence, there exists 𝑢 ∈ 𝑆 such that 𝑢𝑠2𝑛 = 𝑢𝑠1𝑝 = 𝑤. Note 𝑢𝑠2𝑛 ∈ 𝑁 and 𝑢𝑠1𝑝 ∈ 𝑃, so

𝑤 ∈ 𝑁 ∩ 𝑃. Now,
𝑥 = 𝑛

𝑠1
= 𝑢𝑠2𝑛
𝑢𝑠1𝑠2

= 𝑤
𝑢𝑠1𝑠2

∈ 𝑆−1(𝑁 ∩ 𝑃)

Part (iii). Consider the short exact sequence

0 𝑁 𝑀 𝑀⟋𝑁 0𝜄 𝜋

Applying the exact functor 𝑆−1(−), we obtain the short exact sequence

0 𝑆−1𝑁 𝑆−1𝑀 𝑆−1(𝑀⟋𝑁) 0𝑆−1𝜄 𝑆−1𝜋

Thus
(𝑆−1𝜄)(𝑆−1𝑁) = 𝑆−1𝑁 ⊆ 𝑆−1𝑀

and
(𝑆−1𝜋)(𝑚𝑠 ) =

𝑚 + 𝑁
𝑠

giving the isomorphism as required.

Proposition. Let𝑀,𝑁 be 𝑅-modules. Then

𝑆−1𝑀 ⊗𝑆−1𝑅 𝑆−1𝑁 ⥲ 𝑆−1(𝑀 ⊗𝑅 𝑁)

Proof. We have already proven that

(𝑆−1𝑅 ⊗𝑅 𝑀) ⊗𝑆−1𝑅 (𝑆−1𝑅 ⊗𝑅 𝑁) ≃ 𝑆−1𝑅 ⊗𝑅 (𝑀 ⊗𝑅 𝑁)

giving the result as required.

Example. Let 𝔭 be a prime ideal in 𝑅. Then by setting 𝑆 = 𝑅 ∖ 𝔭,

𝑀𝔭 ⊗𝑅𝔭 𝑁𝔭 ≃ (𝑀 ⊗𝑅 𝑁)𝔭

3.6. Extension and contraction of ideals
If 𝑓 ∶ 𝐴 → 𝐵 is a ring homomorphism and 𝔟 is an ideal in 𝐵, the preimage 𝑓−1(𝔟) = 𝔟𝑐 is an
ideal in 𝐴, called its contraction. If 𝔞 is an ideal in 𝐴, we can generate an ideal (𝑓(𝔞)) = 𝔞𝑒 in
𝐵, called its extension. We show on the first example sheet that for any ring homomorphism
𝑓 ∶ 𝐴 → 𝐵, there is a bijection

{contracted ideals of 𝐴} ↔ {extended ideals of 𝐵}
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II. Commutative Algebra

noting that the contracted ideals are those ideals with 𝔞 = 𝔞𝑒𝑐, and the extended ideals are
those ideals with 𝔟 = 𝔟𝑐𝑒, where the bijection maps 𝔞 ↦ 𝔞𝑒 and 𝔟𝑐 ↤ 𝔟.
We now study the special case where 𝑓 ∶ 𝑅 → 𝑆−1𝑅 is the localisation map of a ring, given
by 𝑟 ↦ 𝑟

1
. In this case, the extension of an ideal is written 𝑆−1𝔞 = 𝔞𝑒. We claim that

𝔞𝑒 = {𝑎𝑠
|| 𝑎 ∈ 𝔞, 𝑠 ∈ 𝑆}

Indeed, 𝔞𝑒 is generated by {𝑎
1
|| 𝑎 ∈ 𝔞}, so 𝔞𝑒must contain {𝑎

𝑠
|| 𝑎 ∈ 𝔞, 𝑠 ∈ 𝑆}, but this is already

an ideal. We also claim that

𝔞𝑒𝑐 =⋃
𝑠∈𝑆

(𝔞 ∶ 𝑠); (𝔞 ∶ 𝑠) = {𝑟 ∈ 𝑅 ∣ 𝑟𝑠 ∈ 𝔞}

Indeed, for 𝑟 ∈ ⋃𝑠∈𝑆(𝔞 ∶ 𝑠), we have 𝑟𝑠 = 𝑎 in 𝑅 for some 𝑠 ∈ 𝑆 and 𝑎 ∈ 𝔞, so 𝑟𝑠
1
= 𝑎

1
, giving

𝑟
1
= 𝑎

𝑠
, so 𝑟 ∈ 𝔞𝑒𝑐 as required. In the other direction, if 𝑟 ∈ 𝔞𝑒𝑐, then 𝑟

1
= 𝑎

𝑠
for some 𝑠 ∈ 𝑆

and 𝑎 ∈ 𝔞, so there exists 𝑢 ∈ 𝑆 such that 𝑟𝑢𝑠 = 𝑢𝑎 ∈ 𝔞, so 𝑟 ∈ (𝔞 ∶ 𝑢𝑠) as required.
Now, let 𝔟 be an ideal of 𝑆−1𝑅. Then

𝔟𝑐 = {𝑟 ∈ 𝑅 ||
𝑟
1 ∈ 𝔟}

We claim that 𝔟𝑐𝑒 = 𝔟, so all ideals in 𝑆−1𝑅 are extended. Note that the inclusion 𝔟𝑐𝑒 ⊆ 𝔟
holds for any pair of rings. For the reverse inclusion, consider 𝑟

𝑠
∈ 𝔟, so 𝑟

1
∈ 𝔟. Hence 𝑟 ∈ 𝔟𝑐,

so 𝑟
1
∈ 𝔟𝑐𝑒, thus 𝑟

𝑠
∈ 𝔟𝑐𝑒 as 𝔟𝑐𝑒 is an ideal in 𝑆−1𝑅.

Proposition. Consider the localisation map 𝑅 → 𝑆−1𝑅 given by 𝑟 ↦ 𝑟
1
.

(i) Every ideal of 𝑆−1𝑅 is extended.
(ii) An ideal 𝔞 of 𝑅 is contracted if and only if the image of 𝑆 in 𝑅⟋𝔞 contains no zero

divisors.

(iii) 𝔞𝑒 = 𝑆−1𝑅 if and only if 𝔞 ∩ 𝑆 ≠ ∅.
(iv) There is a bijection

{𝔭 ∈ Spec𝑅 | 𝔭 ∩ 𝑆 = ∅} ↔ Spec 𝑆−1𝑅

given by 𝔭 ↦ 𝔭𝑒, 𝔮𝑐 ↤ 𝔮.

Proof. Part (i). Follows from the fact that 𝔟𝑐𝑒 = 𝔟 for all ideals 𝔟 in 𝑆−1𝑅.
Part (ii). 𝔞 is contracted if and only if 𝔞𝑒𝑐 ⊆ 𝔞, because the reverse inclusion always holds.
This happens if and only if

⋃
𝑠∈𝑆

(𝔞 ∶ 𝑠) ⊆ 𝔞
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3. Localisation

which occurs if and only if

∀𝑟 ∈ 𝑅, (𝑆𝑟 ∩ 𝔞 ≠ ∅ ⟹ 𝑟 ∈ 𝔞)

∀𝑟 ∈ 𝑅, (0 + 𝔞 ∈ 𝑆(𝑟 + 𝔞) ⟹ 𝑟 + 𝔞 = 0 + 𝔞)
which in turn occurs if and only if the image of 𝑆 in 𝑅⟋𝔞 contains no zero divisors.
Part (iii). Suppose 𝔞 ∩ 𝑆 ≠ ∅, so let 𝑥 ∈ 𝔞∩ 𝑆. Then 𝑥

𝑥
∈ 𝔞𝑒, so 𝔞𝑒 = (1) = 𝑆−1𝑅. Conversely,

if 𝔞𝑒 = 𝑆−1𝑅, then 1
1
∈ 𝔞𝑒, so 1

1
= 𝑎

𝑠
for some 𝑎 ∈ 𝔞, 𝑠 ∈ 𝑆. Therefore there exists 𝑢 ∈ 𝑆 such

that 𝑢𝑠 = 𝑢𝑎 ∈ 𝑆 ∩ 𝔞.
Part (iv). Consider the contraction map Spec 𝑆−1𝑅 → {𝔭 ∈ Spec𝑅 ∣ 𝔭 ∩ 𝑆 = ∅} given by
𝔮 ↦ 𝔮𝑐. We show this is well-defined. In general, a contraction of a prime ideal is always
prime. Further, 𝔭 ∈ Spec𝑅 is contracted if and only if the image of 𝑆 in 𝑅⟋𝔭 contains no zero
divisors, but 𝑅⟋𝔭 is an integral domain, so its only zero divisor is zero itself. So this condition
is equivalent to the condition 𝔭 ∩ 𝑆 = ∅. In particular, {𝔭 ∈ Spec𝑅 ∣ 𝔭 ∩ 𝑆 = ∅} is precisely
the set of contracted prime ideals of 𝑅. The map is injective, since if 𝔮 ∈ Spec 𝑆−1𝑅, then
𝔮𝑐𝑒 = 𝔮.
In the other direction, for 𝔭 ∈ Spec𝑅 such that 𝔭 ∩ 𝑆 = ∅, it must be contracted, so 𝔭𝑒𝑐 = 𝔭.
It therefore remains to show that 𝔭𝑒 is a prime ideal. We want to show that 𝑆

−1𝑅⟋𝔭𝑒 is an

integral domain. We have that 𝔭𝑒 ≠ 𝑆−1𝑅 by (iii), so 𝑆
−1𝑅⟋𝔭𝑒 is not the zero ring, so it suffices

to show that this quotient has no zero divisors. To show this, we embed 𝑆
−1𝑅⟋𝔭𝑒 in the field

𝐹𝐹(𝑅⟋𝔭).

Consider the composite map
𝑅 → 𝑅⟋𝔭 → 𝐹𝐹(𝑅⟋𝔭)

which is a surjection followed by an injection. This has the property that all elements of 𝑆
are mapped to units, because 𝑆 ∩ 𝔭 = ∅. By the universal property of the localisation, we
have a map

𝜑 ∶ 𝑆−1𝑅 → 𝐹𝐹(𝑅⟋𝔭);
𝑟
𝑠 ↦

𝑟 + 𝔭
𝑠 + 𝔭

It suffices to show that ker𝜑 = 𝔭𝑒, then the result holds by the isomorphism theorem. Let
𝑟
𝑠
∈ ker𝜑, so 𝑟+𝔭

𝑠+𝔭
= 0

1
in 𝐹𝐹(𝑅⟋𝔭). Observe that im𝜑 ⊆ 𝑆

−1
(𝑅⟋𝔭), where 𝑆 is the image

of 𝑆 in 𝑅⟋𝔭. Restricting the range, we can consider 𝜑 as a map from 𝑆−1𝑅 to 𝑆
−1
(𝑅⟋𝔭). So

𝜑( 𝑟
𝑠
) = 0

1
implies that there exists 𝑢 + 𝔭 ∈ 𝑆 such that (𝑢 + 𝔭)(𝑟 + 𝔭) = 0, so 𝑢𝑟 + 𝔭 = 0. In

particular, 𝑢 ∈ 𝑆 and 𝑢𝑟 ∈ 𝔭. Hence 𝑟
𝑠
= 𝑢𝑟

𝑢𝑠
where 𝑢𝑟 ∈ 𝔭 and 𝑢𝑠 ∈ 𝑆, so 𝑟

𝑠
∈ 𝔭𝑒.

For the other direction, take 𝑥 ∈ 𝔭𝑒, so 𝑥 = 𝑝
𝑠
for 𝑝 ∈ 𝔭, 𝑠 ∈ 𝑆. Then 𝜑(𝑥) = 𝑝+𝔭

𝑠+𝔭
= 0, so

𝑥 ∈ ker𝜑.
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II. Commutative Algebra

It is not true in general that the extensions of prime ideals are prime.

Definition. If 𝐼 is an ideal in 𝑅, the radical of 𝐼 is the ideal

√𝐼 = {𝑟 ∈ 𝑅 ∣ ∃𝑛 ≥ 1, 𝑟𝑛 ∈ 𝐼}

Proposition. Let 𝐼 be an ideal in a ring 𝑅. Then

√𝐼 = ⋂
𝐼⊆𝔭∈Spec𝑅

𝔭

Proof. Let 𝑥 ∈ √𝐼. Then 𝑥𝑛 ∈ 𝐼 for some 𝑛 ≥ 1. For every 𝔭 ∈ Spec𝑅, if 𝐼 ⊆ 𝔭, then 𝑥𝑛 ∈ 𝔭,
so 𝑥 ∈ 𝔭. Conversely, suppose 𝑥𝑛 ∉ 𝐼 for all 𝑛 ≥ 1. As 𝐼 ≠ 𝑅, we have 𝑅⟋𝐼 ≠ 0. Let 𝑥 be the
image of 𝑥 in 𝑅⟋𝐼, and consider

(𝑅⟋𝐼)𝑥 = {𝑥𝑛 || 𝑛 ≥ 1}
−1
(𝑅⟋𝐼)

This is not the zero ring, because 𝑥𝑛 ∉ 𝐼 for all 𝑛 ≥ 1. Therefore, (𝑅⟋𝐼)𝑥 has a prime ideal,
as it contains a maximal ideal. By the bijection described in part (iv) of the previous result,
this prime ideal corresponds to a prime ideal of 𝑅⟋𝐼 that avoids 𝑥. This in turn corresponds
to a prime ideal 𝔭 ∈ Spec𝑅 that contains 𝐼 and avoids 𝑥. Hence 𝑥 ∉ ⋂𝐼⊆𝔭∈Spec𝑅 𝔭.

3.7. Local properties
Definition. A ring 𝑅 is local if it has exactly one maximal ideal.
We write mSpec𝑅 for the set of maximal ideals of 𝑅.
Example. Let 𝔭 ∈ Spec𝑅. Then there is a bijection between the prime ideals of𝑅 contained
within 𝔭 to Spec𝑅𝔭, mapping 𝔫 ↦ 𝔫𝑅𝔭 and 𝔮𝑐 ↤ 𝔮. Hence, all prime ideals of 𝑅𝔭 are
contained in 𝔭𝑒 = 𝔭𝑅𝔭. Thus (𝑅𝔭, 𝔭𝑅𝔭) is a local ring.
Example. Recall that

ℤ(2) = {𝑎𝑏
|| 𝑎, 𝑏 ∈ ℤ, 2 ∤ 𝑏}

This ring is local, and the unique maximal ideal is

(2)ℤ(2) = {2𝑎𝑏
||| 𝑎, 𝑏 ∈ ℤ, 2 ∤ 𝑏}

Proposition. Let𝑀 be an 𝑅-module. The following are equivalent.
(i) 𝑀 is the zero module;

(ii) 𝑀𝔭 is the zero module for all prime ideals 𝔭 ∈ Spec𝑅;
(iii) 𝑀𝔪 is the zero module for all maximal ideals𝔪 ∈ mSpec𝑅.
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3. Localisation

Informally, for modules, being zero is a local property.

Proof. First, note that (i) implies (ii) and (ii) implies (iii). We show that (iii) implies (i).
Suppose that 𝑀 is not the zero module, so let 𝑚 ∈ 𝑀 be a nonzero element. Consider
Ann𝑅(𝑚) = {𝑟 ∈ 𝑅 ∣ 𝑟𝑚 = 0}. This is an ideal of 𝑅, but is a proper ideal because 1 ∉
Ann𝑅(𝑚). Let𝔪 be a maximal ideal of 𝑅 containing Ann𝑅(𝑚). Now,

𝑚
1
∈ 𝑀𝔪 = 0. Thus,

𝑚
1
= 0

1
, so 𝑢𝑚 = 0 for some 𝑢 ∈ 𝑅 ∖ 𝔪. But then 𝑢 ∉ Ann𝑅(𝑚), giving a contradiction.

Proposition. Let 𝑓 ∶ 𝑀 → 𝑁 be an 𝑅-linear map. The following are equivalent.

(i) 𝑓 is injective;

(ii) 𝑓𝔭 ∶ 𝑀𝔭 → 𝑁𝔭 is injective for every prime ideal 𝔭 ∈ Spec𝑅;

(iii) 𝑓𝔪 ∶ 𝑀𝔪 → 𝑁𝔪 is injective for every maximal ideal𝔪 ∈ mSpec𝑅.

The same result holds for surjectivity.

Proof. The fact that (i) implies (ii) follows directly from the fact that localisation at 𝔭 is an
exact functor. Clearly (ii) implies (iii). Suppose that 𝑓𝔪 is injective for each 𝔪 ∈ mSpec𝑅.
We have the following exact sequence.

0 ker𝑓 𝑀 𝑁𝑓

As (−)𝔭 is exact, the sequence

0 (ker𝑓)𝔪 𝑀𝔪 𝑁𝔪
𝑓𝔪

is exact. But by assumption, (ker𝑓)𝔪 = ker(𝑓𝔪) = 0. So (ker𝑓)𝔪 = 0 for all maximal ideals
𝔪 ∈ mSpec𝑅, so ker𝑓 = 0.

Proposition. Let𝑀 be an 𝑅-module. The following are equivalent.

(i) 𝑀 is a flat 𝑅-module;

(ii) 𝑀𝔭 is a flat 𝑅𝔭-module for every prime ideal 𝔭 ∈ Spec𝑅;

(iii) 𝑀𝔪 is a flat 𝑅𝔪-module for every maximal ideal𝔪 ∈ mSpec𝑅.

Proof. (i) implies (ii). Note that𝑀𝔭 ≃ 𝑅𝔭⊗𝑅𝑀 as 𝑅𝔭-modules, by extension of scalars. Since
extension of scalars preserves flatness,𝑀𝔭 is flat.

Clearly (ii) implies (iii).

(iii) implies (i). Let 𝑓 ∶ 𝑁 → 𝑃 be an 𝑅-linear injective map. Let 𝔪 ∈ mSpec𝑅. Then
𝑓𝔪 ∶ 𝑁𝔪 → 𝑃𝔪 is injective by the previous proposition. Note that the following diagram
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commutes.
𝑁𝔪 ⊗𝑅𝔪 𝑀𝔪 𝑃𝔪 ⊗𝑅𝔪 𝑀𝔪

(𝑁 ⊗𝑅 𝑀)𝔪 (𝑃 ⊗𝑅 𝑀)𝔪

𝑓𝔪⊗id𝑀𝔪

∼∼

(𝑓⊗id𝑀)𝔪

Hence (𝑓 ⊗ id𝑀)𝔪 is injective. Since this holds for each 𝔪 ∈ mSpec𝑅, the map 𝑓 ⊗ id𝑀
must be injective, as required.

Example. An 𝑅-module 𝑀 is locally free if 𝑀𝔭 is a free 𝑅𝔭-module for every prime ideal
𝔭 ∈ Spec𝑅. Consider 𝑅 = ℂ⊗ ℂ. Then

Spec𝑅 = {𝔭 × ℂ ∣ 𝔭 ∈ Specℂ} ∪ {ℂ × 𝔭 ∣ 𝔭 ∈ Specℂ} = {ℂ × (0), (0) × ℂ}

The map ℂ × ℂ → ℂ given by (𝑎, 𝑏) ↦ 𝑏 sends (ℂ × ℂ) ∖ ℂ × (0) to units. Thus, by the
universal property of the localisation, we have a map

(ℂ × ℂ)ℂ×(0) → ℂ; (𝑎, 𝑏)
(𝑐, 𝑑) ↦

𝑏
𝑑

This is clearly surjective, and one can check that this is also injective. Thus (ℂ×ℂ)ℂ×(0) ≃ ℂ
is a field. Similarly, (ℂ × ℂ)(0)×ℂ is a field. So for every ℂ × ℂ-module 𝑀 and prime ideal
𝔭 ∈ Spec(ℂ × ℂ), the module 𝑀𝔭 is a ℂ-vector space, so is free. Thus every module over
ℂ×ℂ is locally free, but not every module over ℂ×ℂ is free. For example, take𝑀 = ℂ× {0}
as a ℂ × ℂ-module. One can show that 𝑀 is not the zero module, and not free of rank at
least 1, so cannot be free.

3.8. Localisations as quotients
Let 𝑈 ⊆ 𝑅, and let 𝑆 ⊆ 𝑅 be its multiplicative closure. We can define

𝑅𝑈 = 𝑅[{𝑇𝑢}𝑢∈𝑈]⟋𝐼𝑈 ; 𝐼𝑈 = ({𝑢𝑇𝑢 − 1}𝑢∈𝑈)

We claim that 𝑅𝑈 = 𝑆−1𝑅 as rings, and also as 𝑅-algebras. Writing 𝑢 and 𝑇𝑢 to be the images
of these elements in 𝑅𝑈 , the isomorphism maps

𝑇𝑢 ↦
1
𝑢; 𝑟𝑇𝑢1 …𝑇𝑢ℓ + 𝐼𝑈 ↤ 𝑟

𝑢1…𝑢ℓ
This is because 𝑅𝑈 has the universal property of 𝑆−1𝑅. Indeed, for any 𝑓 ∶ 𝑅 → 𝐴mapping
𝑈 to units, there is a unique ℎmaking the following diagram commute.

𝑅 𝑅𝑈

𝐴
𝑓 ℎ
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Note that 𝐴 is an 𝑅-algebra via 𝑓, so the diagram commutes if and only if ℎ is an 𝑅-algebra
homomorphism. We have

Hom𝑅-algebra(𝑅𝑈 , 𝐴) ≃ {𝜑 ∶ 𝑈 → 𝐴 ∣ 𝑓(𝑢)𝜑(𝑢) = 1}

But the the right hand side is a singleton.

Example. Let 𝑥 ∈ 𝑅, and consider 𝑅𝑥 = 𝑅{1,𝑥,𝑥2,… }. Here,

𝑅𝑥 ≃ 𝑅[𝑇]⟋(𝑥𝑇 − 1)
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4. Integrality, finiteness, and finite generation
4.1. Nakayama’s lemma
Proposition (Cayley–Hamilton theorem). Let𝑀 be a finitely generated 𝑅-module, and let
𝑓 ∶ 𝑀 → 𝑀 be an 𝑅-linear endomorphism. Let 𝔞 be an ideal in 𝑅 such that 𝑓(𝑀) ⊆ 𝔞𝑀.
Then, we have an equality in End𝑅𝑀

𝑓𝑛 + 𝑎1𝑓𝑛−1 +⋯+ 𝑎𝑛𝑓0 = 0; 𝑓𝑟 = 𝑓 ∘⋯ ∘ 𝑓⏟⎵⏟⎵⏟
𝑟 times

where 𝑎𝑖 ∈ 𝔞.

Proof. Let𝑀 = span𝑅 {𝑚1,… ,𝑚𝑛}, so 𝔞𝑀 = span𝔞 {𝑚1,… ,𝑚𝑛}. Then

(
𝑓(𝑚1)
⋮

𝑓(𝑚𝑛)
) = 𝑃 (

𝑚1
⋮
𝑚𝑛

) ; 𝑃 ∈ 𝑀𝑛×𝑛(𝔞)

Let 𝜌 ∶ 𝑅 → End𝑀 be the structure ring homomorphism of 𝑀 as an 𝑅-module. Then we
can define 𝑅[𝑇] → End𝑀 by 𝑇 ↦ 𝑓, making𝑀 into an 𝑅[𝑇]-module. Hence,

𝑇 (
𝑚1
⋮
𝑚𝑛

) = 𝑃 (
𝑚1
⋮
𝑚𝑛

)

Thus

𝑄(
𝑚1
⋮
𝑚𝑛

) = 0; 𝑄 = 𝑇𝐼𝑛 − 𝑃

Multiplying by the adjugate matrix adj𝑄 on the left on both sides,

(det𝑄)(
𝑚1
⋮
𝑚𝑛

) = 0

In particular, (det𝑄)𝑚 = 0 for all 𝑚 ∈ 𝑀, as the 𝑚𝑖 generate 𝑀. Hence, 𝑚 ↦ (det𝑄)𝑚 =
(det𝑄)|𝑇=𝑓 is 0 in End𝑅𝑀. Finally, note that det𝑄 is a monic polynomial, and all other
coefficients lie in 𝔞.

Corollary. Let𝑀 be a finitely generated 𝑅-module, and let 𝔞 be an ideal in 𝑅. If 𝔞𝑀 = 𝑀,
then there exists 𝑎 ∈ 𝔞 such that 𝑎𝑚 = 𝑚 for all𝑚 ∈ 𝑀.

Proof. Apply the Cayley–Hamilton theorem with 𝑓 = id𝑀 . We obtain a polynomial

(1 + 𝑎1 +⋯+ 𝑎𝑛) id𝑀 = 0

Take 𝑎 = −(𝑎1 +⋯+ 𝑎𝑛).
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4. Integrality, finiteness, and finite generation

Definition. The Jacobson radical of a ring𝑅, denoted 𝐽(𝑅), is the intersection of allmaximal
ideals of 𝑅.
Example. (i) If (𝑅,𝔪) is a local ring, then 𝐽(𝑅) = 𝔪.
(ii) 𝐽(ℤ) = {0}.

Proposition. Let 𝑥 ∈ 𝑅. Then 𝑥 ∈ 𝐽(𝑅) if and only if 1 − 𝑥𝑦 is a unit for every 𝑦 ∈ 𝑅.

Proof. First, let 𝑥 ∈ 𝐽(𝑅), and suppose 𝑦 ∈ 𝑅 is such that 1 − 𝑥𝑦 is not a unit. Then (1 − 𝑥𝑦)
is a proper ideal, so it is contained in a maximal ideal 𝔪. But as 𝑥 ∈ 𝐽(𝑅), we must have
𝑥 ∈ 𝔪, giving 1 = 1 − 𝑥𝑦 + 𝑥𝑦 ∈ 𝔪, contradicting that𝔪 is a maximal ideal.

Now suppose 𝑥 ∉ 𝐽(𝑅), so there is a maximal ideal𝔪 such that 𝑥 ∉ 𝔪. Then𝔪+ (𝑥) = 𝑅
as 𝔪 is maximal. In particular, there exists 𝑡 ∈ 𝔪 and 𝑦 ∈ 𝑅 such that 𝑡 + 𝑥𝑦 = 1, or
equivalently, 1 − 𝑥𝑦 = 𝑡 ∈ 𝔪. Note that 𝑡 cannot be a unit, because it is contained in a
proper ideal.

Proposition (Nakayama’s lemma). Let𝑀 be a finitely generated𝑅-module, and let 𝔞 ⊆ 𝐽(𝑅)
be an ideal of 𝑅 such that 𝔞𝑀 = 𝑀. Then𝑀 = 0.
This lemma is more useful when 𝐽(𝑅) is large, so is particularly useful when applied to local
rings.

Proof. By the above corollary, there exists 𝑎 ∈ 𝔞 such that 𝑎𝑚 = 𝑚 for all 𝑚 ∈ 𝑀, or
equivalently, (1 − 𝑎)𝑚 = 0. By assumption, 𝑎 ∈ 𝐽(𝑅), so 1 − 𝑎 is a unit in 𝑅. Hence
𝑚 = 0.

Corollary. Let 𝑀 be a finitely generated 𝑅-module, and let 𝑁 ⊆ 𝑀 be a submodule. Let
𝔞 ⊆ 𝐽(𝑅) be an ideal in 𝑅 such that 𝑁 + 𝔞𝑀 = 𝑀. Then 𝑁 = 𝑀.

This can be applied to find generating sets for𝑀.

Proof. Note that
𝔞(𝑀⟋𝑁) = (𝔞𝑀 + 𝑁)⟋𝑁 = 𝑀⟋𝑁

so𝑀⟋𝑁 = 0 by Nakayama’s lemma.

4.2. Integral and finite extensions
Definition. Let 𝐴 be an 𝑅-algebra, and let 𝑥 ∈ 𝐴. Then 𝑥 is integral over 𝑅 if there exists a
monic polynomial 𝑓 ∈ 𝑅[𝑇] such that 𝑓(𝑥) = 0.
Example. (i) If 𝑅 = 𝑘 is a field, then 𝑥 is integral over 𝑘 if and only if 𝑥 is algebraic over

𝑘.
(ii) We will prove later that
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II. Commutative Algebra

(a) the ℤ-integral elements of ℚ are ℤ;

(b) the ℤ-integral elements of ℚ[√2] are ℤ[√2];

(c) the ℤ-integral elements of ℚ[√5] are ℤ[ 1+√5
2
] ⊋ ℤ[√5].

Definition. Let𝑀 be an 𝑅-module. We say that𝑀 is faithful if the structure homomorph-
ism 𝜌 ∶ 𝑅 → End𝑀 is injective. Equivalently, for every nonzero ring element 𝑟, there exists
𝑚 ∈ 𝑀 such that 𝑟𝑚 ≠ 0.
Example. Let 𝑅 ⊆ 𝐴 be rings, and let 𝐴 be an 𝑅-module in the natural way. Then 𝐴 is a
faithful 𝑅-module, as if 𝑟 ≠ 0, then 𝑟1𝐴 = 𝑟 ≠ 0.
Proposition. Let 𝑅 ⊆ 𝐴 be rings and 𝑥 ∈ 𝐴, and consider 𝐴 as an 𝑅[𝑥]-module. Then 𝑥 is
integral over 𝑅 if and only if there exists𝑀 ⊆ 𝐴 such that

(i) 𝑀 is a faithful 𝑅[𝑥]-module; and
(ii) 𝑀 is finitely generated as an 𝑅-module.

Condition (i) is that𝑀 is an 𝑅-submodule of 𝐴, 𝑥𝑀 ⊆ 𝑀, and𝑀 is faithful over 𝑅[𝑥].

Proof. First, assume conditions (i) and (ii) hold. We have an𝑅-linearmap 𝑓 ∶ 𝑀 → 𝑀 given
by multiplication by 𝑥, as 𝑥𝑀 ⊆ 𝑀. As𝑀 is a finitely generated 𝑅-module, we can apply the
Cayley–Hamilton theorem to find

𝑓𝑛 + 𝑟1𝑓𝑛−1 +⋯+ 𝑟𝑛𝑓0 = 0; 𝑟𝑖 ∈ 𝑅

in End𝑅𝑀. Then, evaluating at𝑚 ∈ 𝑀,

(𝑥𝑛 + 𝑟1𝑥𝑛−1 +⋯+ 𝑟𝑛𝑥0)𝑚 = 0

As this holds for all𝑚, and𝑀 is a faithful 𝑅[𝑥]-module, we must have

𝑥𝑛 + 𝑟1𝑥𝑛−1 +⋯+ 𝑟𝑛𝑥0 = 0

Thus 𝑥 is integral over 𝑅.
Now suppose 𝑥 is integral over 𝑅. Then

𝑥𝑛 + 𝑟1𝑥𝑛−1 +⋯+ 𝑟𝑛𝑥0 = 0

for some 𝑟1,… , 𝑟𝑛 ∈ 𝑅. We define

𝑀 = span𝑅 {𝑥0,… , 𝑥𝑛−1}

This is finitely generated, and satisfies 𝑥𝑀 ⊆ 𝑀. 𝑀 is faithful over 𝑅[𝑥] as it contains 𝑥0 =
1.

Definition. Let 𝐴 be an 𝑅-algebra. Then 𝐴 is
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4. Integrality, finiteness, and finite generation

(i) integral over 𝑅, if all of its elements are integral over 𝑅;

(ii) finite over 𝑅, if 𝐴 is finitely generated as an 𝑅-module.

Proposition. Let 𝐴 be an 𝑅-algebra. Then the following are equivalent.

(i) 𝐴 is a finitely generated 𝑅-algebra and is integral over 𝑅;

(ii) 𝐴 is generated as an 𝑅-algebra by a finite set of integral elements;

(iii) 𝐴 is finite over 𝑅.

Proof. (i) implies (ii). The generators for 𝐴 are integral.

(ii) implies (iii). Suppose 𝐴 is generated by 𝛼1,… , 𝛼𝑚 as an 𝑅-algebra, and the 𝛼𝑖 are integral
over 𝑅. As 𝛼𝑖 is integral,

𝛼𝑛𝑖𝑖 + 𝑟𝑖,1𝛼𝑛𝑖−1𝑖 +⋯+ 𝑟𝑖,𝑛𝑖𝛼
0
𝑖 = 0

Hence 𝛼𝑛𝑖𝑖 lies in the 𝑅-linear span of {𝛼0𝑖 ,… , 𝛼𝑛𝑖−1𝑖 }. Thus, every element is an 𝑅-linear
combination of products of the form 𝛼𝑒11 …𝛼𝑒𝑛𝑛 , which in turn lies in the 𝑅-linear span of
products of the same formwhere all 𝑒𝑖 are less than the corresponding 𝑛𝑖. This is a finite set,
so 𝐴 is finitely generated as an 𝑅-module.

(iii) implies (i). As 𝐴 is finitely generated as an 𝑅-module, it must be finitely generated as
an 𝑅-algebra. Let 𝛼 ∈ 𝐴; we show 𝛼 is integral over 𝑅. Let 𝜌 ∶ 𝑅 → 𝐴 be the structure
homomorphismof𝐴 as an𝑅-algebra. Then 𝜌(𝑅) ⊆ 𝐴, and consider (𝜌(𝑅))[𝛼] ⊆ 𝐴. Now,𝐴 is
a (𝜌(𝑅))[𝛼]-module, and is faithful because 1𝐴 ∈ 𝐴. As𝐴 is a finitely generated 𝜌(𝑅)-module,
the previous proposition shows that 𝛼 is 𝜌(𝑅)-integral. Equivalently, 𝛼 is 𝑅-integral.

Proposition. Let 𝐴 be an 𝑅-algebra and let 𝒪 be the set of elements of 𝐴 that are integral
over 𝑅. Then 𝒪 is an 𝑅-subalgebra of 𝐴.

Proof. Let 𝑥, 𝑦 ∈ 𝒪. Then {𝑥, 𝑦} is a finite set of 𝑅-integral elements, so the set generates an
integral𝑅-subalgebra of𝐴. Hence𝑥+𝑦, 𝑥𝑦 lie in this subalgebra, and so they are integral.

Proposition. Let 𝐴 ⊆ 𝐵 ⊆ 𝐶 be rings. Then,

(i) if 𝐶 is finite over 𝐵 and 𝐵 is finite over 𝐴, then 𝐶 is finite over 𝐴;

(ii) if 𝐶 is integral over 𝐵 and 𝐵 is integral over 𝐴, then 𝐶 is integral over 𝐴.

Proof. Part (i). Suppose that

𝐶 = span𝐵 {𝛾1,… , 𝛾𝑛}; 𝐵 = span𝐴 {𝛽1,… , 𝛽ℓ}

Then
𝐶 = span𝐴 {𝛾𝑖𝛽𝑗 ∣ 𝑖 ≤ 𝑛, 𝑗 ≤ ℓ}
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Part (ii). Let 𝑐 ∈ 𝐶, so 𝑓(𝑐) = 0 for

𝑓(𝑇) = 𝑇𝑛 + 𝑏1𝑇𝑛−1 +⋯+ 𝑏𝑛𝑇0 ∈ 𝐵[𝑇]

Then 𝑓 ∈ 𝐴′[𝑇], where𝐴′ = 𝐴[𝑏1,… , 𝑏𝑛]. The inclusion𝐴 ⊆ 𝐴′ is generated as an𝐴-algebra
by finitely many integral elements. Similarly, 𝐴′ ⊆ 𝐴′[𝑐] is generated as an 𝐴-algebra by 𝑐,
which is integral over 𝐴′ as 𝑓 ∈ 𝐴′[𝑇]. By the previous result, both extensions are finite.
Then, by part (i), 𝐴 ⊆ 𝐴′[𝑐] is finite, so 𝑐 is integral over 𝐴.

4.3. Integral closure

Definition. Let 𝐴 ⊆ 𝐵 be rings. The integral closure of 𝐴 in 𝐵 is the set 𝐴 of elements of
𝐵 that are integral over 𝐴, which is an 𝐴-algebra. We say that 𝐴 is integrally closed in 𝐵 if
𝐴 = 𝐴.

Definition. Let𝐴 be an integral domain. In this case, the integral closure of𝐴 is the integral
closure of 𝐴 in its field of fractions 𝐹𝐹(𝐴). We say that 𝐴 is integrally closed if it is integrally
closed in its field of fractions.

Example. (i) ℤ[√5] is not integrally closed, because 𝛼 = 1+√5
2

∈ 𝐹𝐹(ℤ[√5]) = ℚ[√5],
and 𝛼2 − 𝛼 − 1 = 0 so it is ℤ[√5]-integral.

(ii) ℤ is integrally closed.

(iii) If 𝑘 is a field, 𝑘[𝑇1,… , 𝑇𝑛] are integrally closed.

Examples (ii) and (iii) are special cases of the following result.

Proposition. Let 𝐴 be a unique factorisation domain. Then 𝐴 is integrally closed.

Proof. Let 𝑥 ∈ 𝐹𝐹(𝐴) ∖ 𝐴, and write 𝑥 = 𝑎
𝑏
with 𝑎 ∈ 𝐴, 𝑏 ∈ 𝐴 ∖ {0}. As 𝐴 is a unique

factorisation domain, we can assume there is a prime 𝑝 such that 𝑝 ∣ 𝑏 and 𝑝 ∤ 𝑎. If 𝑥 is
integral over 𝐴, then

(𝑎𝑏)
𝑛
+ 𝑎1(

𝑎
𝑏)

𝑛−1
+⋯+ 𝑎𝑛(

𝑎
𝑏)

0
= 0

Multiplying by 𝑏𝑛,
𝑎𝑛 = −𝑏(𝑎1𝑏0𝑎𝑛−1 +⋯+ 𝑎𝑛𝑏𝑛−1𝑎0)

But as 𝑝 ∣ 𝑏, we must have 𝑝 ∣ 𝑎𝑛, so 𝑝 ∣ 𝑎, which is a contradiction.

Lemma. Let 𝐴 ⊆ 𝐵 be rings, and let 𝐴 be the integral closure of 𝐴 in 𝐵. Then 𝐴 is integrally
closed in 𝐵.

Taking the integral closure is an idempotent operation.
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Proof. Let 𝑥 ∈ 𝐵 be integral over 𝐴. Then, we have

𝐴 ⊆ 𝐴 ⊆ 𝐴[𝑥]

The first extension is integral by definition, and the second is integral by the above propos-
ition, as 𝑥 is integral over 𝐴. By transitivity of integrality, 𝐴[𝑥] is integral over 𝐴, so in
particular, 𝑥 is integral over 𝐴. Thus 𝑥 ∈ 𝐴.

Proposition. Let 𝐴 ⊆ 𝐵 be rings.

(i) if 𝐵 is integral over 𝐴 and 𝔟 is an ideal in 𝐵, then 𝐵⟋𝔟 is integral over 𝐴⟋𝔟𝑐;

(ii) if 𝐵 is integral over𝐴 and 𝑆 ⊆ 𝐴 is a multiplicative set, then 𝑆−1𝐵 is integral over 𝑆−1𝐴;

(iii) if 𝐴 is the integral closure of 𝐴 in 𝐵 and 𝑆 ⊆ 𝐴 is a multiplicative set, then 𝑆−1𝐴 is the
integral closure of 𝑆−1𝐴 in 𝑆−1𝐵, so 𝑆−1𝐴 = 𝑆−1𝐴.

The proofs follow directly from the definitions.

Lemma. Let 𝐴 ⊆ 𝐵 be an integral extension of rings. Then

(i) 𝐴 ∩ 𝐵× = 𝐴×;

(ii) if 𝐴, 𝐵 are integral domains, then 𝐴 is a field if and only if 𝐵 is a field.

Proof. Part (i). One inclusion is clear: 𝐴× ⊆ 𝐴∩𝐵×. Suppose 𝑎 ∈ 𝐴 and 𝑎 is a unit in 𝐵 with
inverse 𝑏 ∈ 𝐵; we show that 𝑏 ∈ 𝐴. As 𝑏 is integral over 𝐴,

𝑏𝑛 + 𝑎1𝑏𝑛−1 +⋯+ 𝑎𝑛𝑏0 = 0; 𝑎𝑖 ∈ 𝐴

Multiplying by 𝑎𝑛−1,
𝑏 + 𝑎1 + 𝑎2𝑎1 +⋯+ 𝑎𝑛𝑎𝑛−1⏟⎵⎵⎵⎵⎵⎵⏟⎵⎵⎵⎵⎵⎵⏟

∈𝐴
= 0

Hence 𝑏must lie in 𝐴.

Part (ii). Suppose 𝐵 is a field. Then

𝐴× = 𝐴 ∩ (𝐵 ∖ {0}) = 𝐴 ∖ {0}

Hence 𝐴 is a field. Conversely, suppose 𝐴 is a field. Let 𝑏 ∈ 𝐵 be a nonzero element; we
want to show that 𝑏 is a unit in 𝐵. As 𝑏 is integral over 𝐴,

𝑏𝑛 + 𝑎1𝑏𝑛−1 +⋯+ 𝑎𝑛𝑏0 = 0; 𝑎𝑖 ∈ 𝐴

Let 𝑛 be minimal with this property. Then

𝑏 (𝑏𝑛−1 + 𝑎1𝑏𝑛−2 +⋯+ 𝑎𝑛−1𝑏0)⏟⎵⎵⎵⎵⎵⎵⎵⎵⏟⎵⎵⎵⎵⎵⎵⎵⎵⏟
Δ

= −𝑎𝑛
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Note that 𝑏 ≠ 0 by assumption, andΔ ≠ 0 byminimality. As 𝐵 is an integral domain, 𝑎𝑛 ≠ 0.
Because 𝐴 is a field, 𝑎𝑛 is invertible. Thus

𝑏(−𝑎−1𝑛 Δ) = 1 ⟹ 𝑏 ∈ 𝐵×

Corollary. Let𝐴 ⊆ 𝐵 be an integral extension of rings, and let 𝔮 be a prime ideal in 𝐵. Then
𝔮 is a maximal ideal of 𝐵 if and only if it 𝔮𝑐 = 𝔮 ∩ 𝐴 is a maximal ideal in 𝐴.

Proof. We have an embedding of rings
𝐴⟋𝔮 ∩ 𝐴 ↣ 𝐵⟋𝔮

which is an integral extension of integral domains. By the previous result, one is a field if
and only if the other is, so 𝔮 ∩ 𝐴 is maximal in 𝐴 if and only if 𝔮 is maximal in 𝐵.

4.4. Noether normalisation
Definition. Let 𝐴 be a 𝑘-algebra, and let 𝑥1,… , 𝑥𝑛 ∈ 𝐴. We say that 𝑥1,… , 𝑥𝑛 are 𝑘-
algebraically independent if for every nonzero polynomial𝑝 ∈ 𝑘[𝑇1,… , 𝑇𝑛], wehave𝑝(𝑥1,… , 𝑥𝑛) ≠
0. Equivalently, the 𝑘-algebra homomorphism 𝑘[𝑇1,… , 𝑇𝑛] → 𝐴 given by 𝑇𝑖 ↦ 𝑥𝑖 is inject-
ive.

Theorem (Noether’s normalisation theorem). Let 𝑘 be a field, and let 𝐴 ≠ 0 be a finitely
generated 𝑘-algebra. Then there exist 𝑥1,… , 𝑥𝑛 ∈ 𝐴 which are 𝑘-algebraically independent
and 𝐴 is finite over 𝐴′ = 𝑘[𝑥1,… , 𝑥𝑛].
We first present an example of the method used in the proof.

Example. Let 𝐴 = 𝑘[𝑇, 𝑇−1] ≃ 𝑘[𝑋, 𝑌]⟋(𝑋𝑌 − 1). We claim that 𝑘[𝑇] ⊆ 𝑘[𝑇, 𝑇−1] is not a
finite extension. Indeed, suppose it were finite. Then 𝑇−1 would be integral over 𝑘[𝑇], so

(𝑇−1)𝑛 ∈ span𝑘[𝑇] {(𝑇−1)0,… , (𝑇−1)𝑛−1}

Multiplying by 𝑇𝑛, we have
1 ∈ span𝑘[𝑇](𝑇𝑛,… , 𝑇)

which is false. However, if 𝑐 ∈ 𝑘 is a scalar which we will choose later,

𝐴 = 𝑘[𝑇, 𝑇−1] = 𝑘[𝑇, 𝑇−1 − 𝑐𝑇]

We claim that 𝑘[𝑇−1 − 𝑐𝑇] ⊆ 𝐴 is a finite extension for most values of 𝑐, and in particular,
for at least one. First, note 𝑇−1𝑇 − 1 = 0, and then change variables to

((𝑇−1 − 𝑐𝑇) + 𝑐𝑇)𝑇 − 1 = 0 ⟹ 𝑐⏟
∈𝑘
𝑇2 + (𝑇−1 − 𝑐𝑇)⏟⎵⎵⏟⎵⎵⏟

∈𝑘[𝑇−1−𝑐𝑡]

𝑇 − 1⏟
∈𝑘[𝑇−1−𝑐𝑇]

= 0

Hence if 𝑐 ≠ 0, 𝑇 is integral over 𝑘[𝑇−1 − 𝑐𝑇].
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Proof. In this proof, we will assume 𝑘 is infinite, although the theorem is true even if 𝑘 if
finite. Wewill proceed by induction on theminimal number of generators of𝐴 as a 𝑘-algebra,
which we will denote𝑚. For the case𝑚 = 0, we have 𝐴 = 𝑘, so we can take 𝐴′ = 𝑘.
Suppose that 𝐴 is generated as a 𝑘-algebra by 𝑥1,… , 𝑥𝑚 ∈ 𝐴. If 𝑥1,… , 𝑥𝑚 are algebraically
independent, then we can take 𝐴′ = 𝐴. Otherwise, we claim that there are 𝑐1,… , 𝑐𝑚−1 ∈ 𝑘
such that 𝑥𝑚 is integral over

𝐵 = 𝑘[𝑥1 − 𝑐1𝑥𝑚,… , 𝑥𝑚−1 − 𝑐𝑚−1𝑥𝑚]

Assuming that this holds, we have 𝐴 = 𝐵[𝑥𝑚], so 𝐵 ⊆ 𝐴 is a finite extension. But 𝐵 is gener-
ated by𝑚− 1 elements, so by induction 𝐵 contains 𝑧1,… , 𝑧𝑛 ∈ 𝐵 which are 𝑘-algebraically
independent, and 𝐵 is finite over 𝐴′ = 𝑘[𝑧1,… , 𝑧𝑛]. Then 𝐴 is finite over 𝐴′ by transitivity of
finiteness.

We now prove the claim. As 𝑥1,… , 𝑥𝑚 are not algebraically independent over 𝑘, there is a
nonzero polynomial 𝑓 ∈ 𝑘[𝑇1,… , 𝑇𝑚] such that 𝑓(𝑥1,… , 𝑥𝑚) = 0. We want to show that
𝑥𝑚 is integral over 𝐵. Write 𝑓 as the sum of its homogeneous parts, and let 𝐹 be the part of
highest degree deg𝑓 = 𝑟. For scalars 𝑐1,… , 𝑐𝑚−1 ∈ 𝑘 which will be chosen later, we define

𝑔(𝑇1,… , 𝑇𝑚) = 𝑓(𝑇1 + 𝑐1𝑇𝑚,… , 𝑇𝑚−1 + 𝑐𝑚−1𝑇𝑚, 𝑇𝑚)
= 𝐹(𝑐1,… , 𝑐𝑚, 1)⏟⎵⎵⎵⏟⎵⎵⎵⏟

∈𝑘
𝑇𝑟𝑚 + terms of lower degree in 𝑇𝑚 with coefficients in 𝑘[𝑇1,… , 𝑇𝑚−1]

Note that
𝑔(𝑥1 − 𝑐1𝑥𝑚,… , 𝑥𝑚−1 − 𝑐𝑚−1𝑥𝑚, 𝑥𝑚) = 𝑓(𝑥1,… , 𝑥𝑚) = 0

but as a polynomial in 𝑇𝑚 over 𝑘[𝑇1,… , 𝑇𝑚−1], it has degree at most 𝑟, and the coefficient of
𝑇𝑟𝑚 is𝐹(𝑐1,… , 𝑐𝑚, 1). As𝐹(𝑇1,… , 𝑇𝑚) is a nonzerohomogeneous polynomial,𝐹(𝑇1,… , 𝑇𝑚−1, 1)
is not the zero polynomial. Thus there are 𝑐1,… , 𝑐𝑚−1 such that 𝐹(𝑐1,… , 𝑐𝑚−1, 1) ≠ 0 as 𝑘
is an infinite field.

4.5. Hilbert’s Nullstellensatz
Proposition (Zariski’s lemma). Let 𝑘 ⊆ 𝐿 be fields where 𝐿 is finitely generated as a 𝑘-
algebra. Then dim𝑘 𝐿 is finite.

Proof. By Noether normalisation, we have

𝑘 ⊆ 𝑘[𝑥1,… , 𝑥𝑛] ⊆ 𝐿

where 𝑥1,… , 𝑥𝑛 are algebraically independent over 𝑘, and 𝐿 is finite over 𝑘[𝑥1,… , 𝑥𝑛]. As
this is an integral extension of integral domains and 𝐿 is a field, 𝑘[𝑥1,… , 𝑥𝑛]must be a field.
But as 𝑘[𝑥1,… , 𝑥𝑛] is a polynomial algebra over 𝑘, the 𝑥𝑖 cannot be invertible. Hence 𝑛 = 0,
so 𝑘 ⊆ 𝐿 is finite as required.

Definition. Let 𝑘 ⊆ Ω be an extension of fields, where Ω is algebraically closed.
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(i) Let 𝑆 ⊆ 𝑘[𝑇1,… , 𝑇𝑛]. We define

𝕍(𝑆) = {x ∈ Ω𝑛 ∣ ∀𝑓 ∈ 𝑆, 𝑓(x) = 0}

Sets of this form are called 𝑘-algebraic subsets of Ω𝑛.

(ii) Let 𝑋 ⊆ Ω𝑛. We define

𝐼(𝑋) = {𝑓 ∈ 𝑘[𝑇1,… , 𝑇𝑛] ∣ ∀x ∈ 𝑋, 𝑓(x) = 0}

Note that 𝕍(𝑆) = 𝕍(𝐼), where 𝐼 is the ideal generated by 𝑆. Recall that for every finite
field extension 𝑘 ⊆ 𝐿, there is a 𝑘-algebra embedding 𝐿 → Ω, because Ω is algebraically
closed.

Theorem. Let 𝔞 ⊆ 𝑘[𝑇1,… , 𝑇𝑛] be an ideal. Then
(i) (weak Nullstellensatz) 𝕍(𝔞) = ∅ if and only if 1 ∈ 𝔞;
(ii) (strong Nullstellensatz) 𝐼(𝕍(𝔞)) = √𝔞.

Proof. Weak Nullstellensatz. Clearly if 1 ∈ 𝔞 then 𝕍(𝔞) = ∅, as 1 ≠ 0. Now suppose 1 ∉ 𝔞.
There is amaximal ideal𝔪 ∈ mSpec 𝑘[𝑇1,… , 𝑇𝑛] such that 𝔞 ⊆ 𝔪. Then𝐿 = 𝑘[𝑇1,… , 𝑇𝑛]⟋𝔪
is a field, which is finitely generated over 𝑘 as an algebra. By Zariski’s lemma, this extension
is finitely generated as a module. Hence, there is an injective 𝑘-algebra homomorphism
𝐿 → Ω. Composing with the quotient map, we obtain a 𝑘-algebra homomorphism 𝜑 ∶
𝑘[𝑇1,… , 𝑇𝑛] → Ω with kernel𝔪. Now, let

x = (𝜑(𝑇1),… , 𝜑(𝑇𝑛)) ∈ Ω𝑛

Weclaim that this is a common solution to all polynomials in 𝔞. Note that for𝑓 ∈ 𝑘[𝑇1,… , 𝑇𝑛],
we have 𝜑(𝑓) = 𝑓(x). Therefore, for all 𝑓 ∈ 𝔞, we have 𝑓 ∈ ker𝜑 so 𝑓(x) = 𝜑(𝑓) = 0.
Strong Nullstellensatz. Let 𝑓 ∈ √𝔞. Then 𝑓ℓ ∈ 𝔞 for some ℓ ≥ 1, and therefore, 𝑓ℓ(x) = 0
for all x ∈ 𝕍(𝔞). As Ω is an integral domain, 𝑓(x) = 0 for all x ∈ 𝕍(𝔞). Hence 𝑓 ∈ 𝐼(𝕍(𝔞)).
Conversely, suppose 𝑓 ∈ 𝐼(𝕍(𝔞)), so for all x ∈ 𝕍(𝔞), we have 𝑓(x) = 0. We want to show
that 𝑓 ∈ √𝔞. To do this, we show that 𝑓 is nilpotent in 𝑘[𝑇1,… , 𝑇𝑛]⟋𝔞. It suffices to show
that

(𝑘[𝑇1,… , 𝑇𝑛]⟋𝔞)𝑓 = 0

Note that

(𝑘[𝑇1,… , 𝑇𝑛]⟋𝔞)𝑓 ≃
𝑘[𝑇1,… , 𝑇𝑛, 𝑇𝑛+1]⟋𝔟; 𝔟 = 𝔞𝑒 + (𝑇𝑛+1𝑓 − 1)

We will show that 1 ∈ 𝔟, or equivalently by the weak Nullstellensatz, 𝕍(𝔟) = ∅.
Suppose x = (𝑥1,… , 𝑥𝑛+1) ∈ 𝕍(𝔟) ⊆ Ω𝑛+1. Define x0 = (𝑥1,… , 𝑥𝑛), so x0 ∈ 𝕍(𝔞). In
particular, 𝑓(x0) = 0, as 𝑓 ∈ 𝐼(𝕍(𝔞)). Thus 𝑓(x) = 0. Now, (𝑇𝑛+1𝑓 − 1)(x) = −1 ≠ 0,
but (𝑇𝑛+1𝑓 − 1) ∈ 𝔟, so x is not a common solution to all polynomials in 𝔟, which is a
contradiction.
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One can easily derive the weak Nullstellensatz from the strong Nullstellensatz.

Note that

(i) √√𝔞 = √𝔞.

(ii) If 𝑋 ⊆ 𝑌 ⊆ Ω𝑛, then 𝐼(𝑋) ⊇ 𝐼(𝑌).
(iii) If 𝑆 ⊆ 𝑇 ⊆ 𝑘[𝑇1,… , 𝑇𝑛], then 𝕍(𝑆) ⊇ 𝕍(𝑇).
(iv) If 𝑆 ⊆ 𝑘[𝑇1,… , 𝑇𝑛], then 𝑆 ⊆ 𝐼(𝕍(𝑆)).
(v) If 𝑋 ⊆ Ω𝑛, then 𝑋 ⊆ 𝕍(𝐼(𝑋)).
(vi) If 𝑋 ⊆ Ω𝑛 is an algebraic set, then 𝑋 = 𝕍(𝐼(𝑋)), as 𝑋 = 𝕍(𝔞) gives

𝕍(𝔞) ⊆ 𝕍(𝐼(𝕍(𝔞))) ⊆ 𝕍(𝔞)

(vii) If 𝑋 ⊆ Ω𝑛, then 𝐼(𝑋) is a radical ideal.
Proposition. Let 𝑘 = Ω be an algebraically closed field, and let 𝑛 ≥ 0. Then we have an
inclusion-reversing bijection

{𝑘-algebraic subsets of Ω𝑛} ↔ {radical ideals of 𝑘[𝑇1,… , 𝑇𝑛]}

given by 𝑋 ↦ 𝐼(𝑋) and 𝕍(𝔞) ↤ 𝔞.

Proof. We have already shown that 𝐼(𝑋) is radical, and 𝑋 = 𝕍(𝐼(𝑋)) if 𝑋 is an algebraic set.
For the converse, let 𝔞 ⊆ 𝑘[𝑇1,… , 𝑇𝑛] be a radical ideal. Then 𝐼(𝕍(𝔞)) = √𝔞 = 𝔞 by the
strong Nullstellensatz.

Remark. Every prime ideal 𝔭 is radical, as𝑥𝑛 ∈ 𝔭 implies𝑥 ∈ 𝔭. In particular, everymaximal
ideal is radical.

Corollary. Let 𝑘 = Ω be an algebraically closed field. Then we have a bijection

Ω𝑛 ↔ mSpec 𝑘[𝑇1,… , 𝑇𝑛]

given by x = (𝑥1,… , 𝑥𝑛) ↦ (𝑇1 − 𝑥1,… , 𝑇𝑛 − 𝑥𝑛) = 𝔪x.

Proof. First, note that 𝔪x is a maximal ideal for every x, since it is the kernel of the map
𝑘[𝑇1,… , 𝑇𝑛] ↠ Ω given by 𝑇𝑖 → 𝑥𝑖. Also, 𝔪x = 𝐼({x}). Indeed, the inclusion 𝔪x ⊆ 𝐼({x})
is clear, and 𝐼({x}) is a proper ideal of 𝑘[𝑇1,… , 𝑇𝑛], so they must be equal by maximality.
Note that 𝕍(𝔪x) = {x}. Hence the claim follows from the inclusion-reversing bijection, as
maximal ideals correspond to minimal nonempty 𝑘algebraic sets.

Definition. We say that 𝑋 ⊆ Ω𝑛 is irreducible if 𝑋 cannot be expressed as the union of two
strictly smaller algebraic subsets.

Proposition. 𝑋 ⊆ Ω𝑛 is irreducible if and only if 𝐼(𝑋) is prime.
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4.6. Integrality over ideals
Definition. Let𝐴 ⊆ 𝐵 be an extension of rings, and let 𝔞 ⊆ 𝐴 be an ideal. We say that 𝑥 ∈ 𝐵
is integral over 𝔞 if

𝑥𝑛 + 𝑎1𝑥𝑛−1 +⋯+ 𝑎𝑛𝑥0 = 0

for some 𝑎1,… , 𝑎𝑛 ∈ 𝔞. The integral closure of 𝔞 in 𝐵 is the set of elements of 𝐵 that are
integral over 𝔞.

Proposition. Let 𝐴 ⊆ 𝐵 be an extension of rings, and let 𝐴 be the integral closure of 𝐴 in
𝐵. Let 𝔞 be an ideal of 𝐴. Then the integral closure of 𝔞 in 𝐵 is √𝔞𝐴, the radical in 𝐴 of the
extension of 𝔞 to 𝐴.

Proof. If 𝑏 ∈ 𝐵 is integral over 𝔞, then

𝑏𝑛 + 𝑎1𝑏𝑛−1 +⋯+ 𝑎𝑛𝑏0 = 0; 𝑎𝑖 ∈ 𝔞

In particular, 𝑏 lies in 𝐴, and so all of its powers lie in 𝐴 as 𝐴 is a ring. Using the integrality
equation for 𝑏, we observe that 𝑏𝑛 ∈ 𝔞𝐴, hence 𝑏 ∈ √𝔞𝐴.

Now, suppose 𝑏 ∈ √𝔞𝐴. Then 𝑏𝑛 ∈ 𝔞𝐴 for some 𝑛, so

𝑏𝑛 =
𝑚
∑
𝑖=1

𝑎𝑖𝑥𝑖; 𝑎𝑖 ∈ 𝔞, 𝑥𝑖 ∈ 𝐴

Define𝑀 = 𝐴[𝑥1,… , 𝑥𝑚]. The generators lie in𝐴, so𝑀 is an𝐴-algebra generated by finitely
many integral elements over 𝐴. Hence𝑀 is a finite 𝐴-algebra. Note that 𝑏𝑛𝑀 ⊆ 𝔞𝑀 by the
equation for 𝑏𝑛, thought of as an extension of 𝐴-modules.

Now define 𝑓 ∶ 𝑀 → 𝑀 bymultiplication by 𝑏𝑛. This satisfies 𝑓(𝑀) ⊆ 𝔞𝑀, and 𝑓 is𝐴-linear.
Thus by the Cayley–Hamilton theorem,

𝑓ℓ + 𝛼1𝑓ℓ−1 +⋯+ 𝛼ℓ𝑓0 = 0 ∈ End𝑅𝑀; 𝛼𝑖 ∈ 𝔞

Evaluating this at 1𝐴 ∈ 𝑀,

𝑏𝑛ℓ + 𝛼1𝑏𝑛(ℓ−1) +⋯+ 𝛼ℓ𝑏0 = 0 ∈ 𝐵

This is an integrality relation for 𝑏 is 𝔞-integral.

Hence, the integral closure of an ideal is closed under sums and products.

Corollary. Let 𝐴 ⊆ 𝐵 be an extension of rings, and let 𝔞 be an ideal of 𝐴. Then 𝑏 ∈ 𝐵 is
𝔞-integral if and only if 𝑏 is√𝔞-integral.
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Proof. By the previous proposition, it suffices to show that

√𝔞𝐴 = √√𝔞𝐴

The forwards inclusion is clear. For the other direction, it is a general fact that √𝐼
𝑒
⊆ √𝐼𝑒,

so
√𝔞𝐴 ⊆ √𝔞𝐴

Taking radicals on both sides,

√√𝔞𝐴 ⊆√√𝔞𝐴 = √𝔞𝐴

Proposition. Let 𝐴 be an integrally closed integral domain (in its field of fractions). Let
𝐴 ⊆ 𝐵 be an extension of rings, let 𝔞 be an ideal in 𝐴, and let 𝑏 ∈ 𝐵. The following are
equivalent:

(i) 𝑏 is integral over 𝔞;
(ii) 𝑏 is algebraic over 𝐹𝐹(𝐴) with minimal polynomial over 𝐹𝐹(𝐴) of the form

𝑇𝑛 + 𝑎1𝑇𝑛−1 +⋯+ 𝑎𝑛𝑇0 = 0; 𝑎𝑖 ∈ √𝔞

Note that there is an embedding 𝐹𝐹(𝐴) ⊆ 𝐹𝐹(𝐵).

Proof. Suppose (ii) holds. Then 𝑏 is integral over √𝔞 by definition. Thus, by the above
corollary, 𝑏 is integral over 𝔞.
Now suppose (i) holds. We have an integrality equation

𝑏𝑛 + 𝑎1𝑏𝑛−1 +⋯+ 𝑎𝑛𝑏0 = 0; 𝑎𝑖 ∈ 𝔞

Define
ℎ = 𝑇𝑛 + 𝑎1𝑇𝑛−1 +⋯+ 𝑎𝑛𝑇0 ∈ (𝐹𝐹(𝐴))[𝑇]

so ℎ(𝑏) = 0, so certainly 𝑏 is algebraic over 𝐹𝐹(𝐴). Let 𝑓 ∈ (𝐹𝐹(𝐴))[𝑇] be the minimal
polynomial of 𝑏 over 𝐹𝐹(𝐴). Let 𝐹𝐹(𝐴) ⊆ Ω where Ω is an algebraically closed field, so

𝑓 =
ℓ
∏
𝑖=1

(𝑇 − 𝛼𝑖); 𝛼1 = 𝑏, 𝛼𝑖 ∈ Ω

We want to show that the coefficients of 𝑓 are in √𝔞. By the previous proposition, together
with the fact that 𝐴 is integrally closed, the integral closure of 𝔞 in 𝐹𝐹(𝐴) is √𝔞 ⊆ 𝐴. So it
suffices to show that the coefficients of 𝑓 lie in 𝐹𝐹(𝐴) and are integral over 𝔞. As 𝑓 is the
minimal polynomial over 𝐹𝐹(𝐴), the first part holds by definition.
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Expanding brackets in the equation for 𝑓, the coefficients of 𝑓 are sums of products of the
𝛼𝑖. The proposition above implies that the integral closure of 𝔞 in Ω is closed under sums
and products, so it suffices to show that the 𝛼𝑖 are all integral over 𝔞. As the 𝛼𝑖 and 𝑏 have
the same minimal polynomial 𝑓 over 𝐹𝐹(𝐴), there is an isomorphism of 𝐹𝐹(𝐴)-algebras
𝜑𝑖 ∶ 𝐹𝐹(𝐴)[𝑏] → 𝐹𝐹(𝐴)[𝛼𝑖] that maps 𝑏 to 𝛼𝑖. Then as ℎ(𝑏) = 0 and ℎ ∈ (𝐹𝐹(𝐴))[𝑇], we
must have ℎ(𝛼𝑖) = ℎ(𝜑𝑖(𝑏)) = 𝜑𝑖(ℎ(𝑏)) = 𝜑𝑖(0) = 0.

4.7. Cohen–Seidenberg theorems
If 𝐴 ⊆ 𝐵 is an extension of rings, the inclusion 𝜄 ∶ 𝐴 → 𝐵 gives rise to 𝜄⋆ ∶ Spec𝐵 → Spec𝐴
given by 𝜄(𝔮) = 𝔮 ∩ 𝐴. We will study the fibres of this induced map on spectra.
Proposition (incomparability). Let 𝐴 ⊆ 𝐵 be an integral extension, and let 𝔮, 𝔮′ be prime
ideals of 𝐵. Suppose that 𝔮 and 𝔮′ contract to the same prime ideal 𝔭 = 𝔮 ∩ 𝐴 = 𝔮′ ∩ 𝐴 of 𝐴,
and that 𝔮 ⊆ 𝔮′. Then 𝔮 = 𝔮′.
We will write 𝐵𝔭 for (𝐴 ∖ 𝔭)−1𝐵, but this is not in general a ring.

Proof. Define 𝑆 = 𝐴 ∖ 𝔭. Then 𝔮 and 𝔮′ are prime ideals of 𝐵 not intersecting 𝑆. Hence
𝔮 = (𝑆−1𝔮)𝑐, where 𝑆−1𝔮 = 𝔮𝐵𝔭 is the extension of 𝔮 to 𝑆−1𝐵, due to the bijection

{𝔭 ∈ Spec𝑅 ∣ 𝔭 ∩ 𝑆 = ∅} ↔ Spec 𝑆−1𝑅

It suffices to show that 𝔮𝐵𝔭 = 𝔮′𝐵𝔭, as then they are the contractions of the same ideal. Note
that

𝔮𝐵𝔭 ∩ 𝐴𝔭 = 𝑆−1𝔮 ∩ 𝑆−1𝐴 = 𝑆−1(𝔮 ∩ 𝐴) = 𝑆−1𝔭 = 𝔭𝐴𝔭

Similarly, 𝔮′𝐵𝔭∩𝐴𝔭 = 𝔭𝐴𝔭, which is amaximal ideal of𝐴𝔭. As𝐴 ⊆ 𝐵 is an integral extension,
𝐴𝔭 ⊆ 𝐵𝔭 is also an integral extension. Recall that the contraction of a maximal ideal is
maximal in such an extension. Now, 𝔮𝐵𝔭 ⊆ 𝔮′𝐵𝔭 are maximal ideals of 𝐵𝔭, so they must
coincide.

Proposition (lying over). Let 𝐴 ⊆ 𝐵 be an integral extension of rings, and let 𝔭 ∈ Spec𝐴.
Then there is a prime ideal 𝔮 ∈ Spec𝐵 such that 𝔮 ∩ 𝐴 = 𝔭. In other words, 𝜄⋆ ∶ Spec𝐵 →
Spec𝐴 is surjective.

Proof. We have a commutative diagram

𝐴 𝐵

𝐴𝔭 𝐵𝔭 = (𝐴 ∖ 𝔭)−1𝐵

𝛽

Let 𝔪 be a maximal ideal of 𝐵𝔭. Then 𝐴𝔭 ⊆ 𝐵𝔭 is an integral extension, so 𝔪 contracts to
a maximal ideal 𝔪 ∩ 𝐴𝔭 of 𝐴𝔭. But there is exactly one maximal ideal in 𝐴𝔭, namely 𝔭𝐴𝔭.
Note that 𝔭𝐴𝔭 contracts to 𝔭 under the map 𝐴 → 𝐴𝔭.
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4. Integrality, finiteness, and finite generation

We have that𝔪 contracts to 𝔭 under the map 𝐴 → 𝐴𝔭 → 𝐵𝔭, but this is the same as the map
𝐴 → 𝐵 → 𝐵𝔭, so 𝛽−1(𝔪) ∩ 𝐴 = 𝔭. Note that 𝛽−1(𝔪) is a prime ideal, as required.

Theorem (going up). Let 𝐴 ⊆ 𝐵 be an integral extension of rings. Let 𝔭1 ⊆ 𝔭2 be prime
ideals in 𝐴, and let 𝔮1 ∈ Spec𝐵 be a prime ideal such that 𝔮1∩𝐴 = 𝔭1. Then there is a prime
ideal 𝔮2 ∈ Spec𝐵 such that 𝔮1 ⊆ 𝔮2, and 𝔮2 ∩ 𝐴 = 𝔭2.

𝔮1 𝔮2

𝔭1 𝔭2

⊆

∩𝐴∩𝐴

⊆

Proof. We have an injection 𝐴⟋𝔭1 → 𝐵⟋𝔮1 given by 𝑎 + 𝔭1 ↦ 𝑞 + 𝔮1. This is an integral
extension, so by lying over, there is a prime ideal 𝔮2⟋𝔮1 of

𝐵⟋𝔮1 that contracts to 𝔭2⟋𝔭1 in
𝐴⟋𝔭1. We claim that 𝔮2 ∩ 𝐴 = 𝔭2. In the diagram

𝐴 𝐵

𝐴⟋𝔭1
𝐵⟋𝔮1

we obtain contractions of prime ideals

𝔭2 𝔮2

𝔭2⟋𝔭1 𝔮2⟋𝔮1

hence 𝔮2 contracts to 𝔭2, as required.

Theorem (going down). Let 𝐴 ⊆ 𝐵 be an integral extension of integral domains, and sup-
pose that 𝐴 is integrally closed (in its field of fractions). Let 𝔭1 ⊇ 𝔭2 be prime ideals in 𝐴,
and let 𝔮1 ∈ Spec𝐵 be a prime ideal such that 𝔮1 ∩ 𝐴 = 𝔭1. Then there is a prime ideal
𝔮2 ∈ Spec𝐵 such that 𝔮1 ⊇ 𝔮2, and 𝔮2 ∩ 𝐴 = 𝔭2.

𝔮1 𝔮2

𝔭1 𝔭2

⊇

∩𝐴∩𝐴

⊇

Proof. Consider the map 𝐴 → 𝐵 → 𝐵𝔮1 . These maps are injective as 𝐵 is an integral domain,
so we can think of these as inclusions of rings. We want to prove that there is a prime ideal
𝔫 ∈ Spec𝐵𝔮1 such that 𝔫 ∩ 𝐴 = 𝔭2. This suffices, as (𝔫 ∩ 𝐵) ∩ 𝐴 = 𝔭2 is a contraction of a
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prime ideal 𝔮2 = 𝔫∩𝐵 of 𝐵 contained in 𝔮1 to 𝔭2 ∈ Spec𝐴. In other words, we want to show
that 𝔭2 is a contracted ideal under the map 𝐴 → 𝐵𝔮1 . As contracted ideals are contracted
from their own extension, it suffices to show that (𝔭2𝐵𝔮1) ∩𝐴 ⊆ 𝔭2, noting that the converse
inclusion always holds.

Note that 𝔭2𝐵𝔮1 = (𝔭2𝐵)𝐵𝔮1 . Let
𝑦
𝑠
∈ (𝔭2𝐵)𝐵𝔮1 ∩𝐴, where 𝑦 ∈ 𝔭2𝐵 and 𝑠 ∈ 𝐵 ∖ 𝔮1. As 𝐴 ⊆ 𝐵

is an integral extension, the integral closure of 𝔭2 in 𝐵 is √𝔭2𝐵. In particular, 𝑦 is integral
over 𝔭2. Since 𝐴 is integrally closed and 𝑦 is integral over 𝔭2, the minimal polynomial of
𝑦 ∈ 𝐹𝐹(𝐵) over 𝐹𝐹(𝐴) has the form

𝑦𝑟 + 𝑢1𝑦𝑟−1 +⋯+ 𝑢𝑟𝑦0 = 0; 𝑢𝑖 ∈ √𝔭2 = 𝔭2

We can write 𝑦 = 𝑦⟋𝑠 ⋅ 𝑠, where 𝑦, 𝑠 ∈ 𝐹𝐹(𝐵) and 𝑦
𝑠
∈ 𝐹𝐹(𝐴). Hence,

(𝑦𝑠 ⋅ 𝑠)
𝑟
+ 𝑢1(

𝑦
𝑠 ⋅ 𝑠)

𝑟−1
+⋯+ 𝑢𝑟(

𝑦
𝑠 ⋅ 𝑠)

0
= 0

Multiplying by ( 𝑠
𝑦
)
𝑟
,

𝑠𝑟 + ( 𝑠𝑦)
1
𝑢1𝑠𝑟−1 +⋯+ ( 𝑠𝑦)

𝑟
𝑢𝑟𝑠0 = 0; 𝑢𝑖 ∈ √𝔭2 = 𝔭2

This must be the same minimal polynomial of 𝑠 as an element of 𝐹𝐹(𝐵) over 𝐹𝐹(𝐴). As
𝑠 ∈ 𝐵, 𝑠 is integral over 𝐴, so the coefficients in this polynomial must lie in 𝐴.

( 𝑠𝑦)
1
𝑢1,… , ( 𝑠𝑦)

𝑟
𝑢𝑟 ∈ 𝐴

Suppose 𝑦
𝑠
∉ 𝔭2. Then

𝑢𝑖 = (𝑦𝑠 )
𝑖
⋅ ( 𝑠𝑦)

𝑖
𝑢𝑖

But
𝑢1 ∈ 𝔭2; (𝑦𝑠 )

𝑖
∈ 𝐴 ∖ 𝔭2; ( 𝑠𝑦)

𝑖
𝑢𝑖 ∈ 𝐴

By primality, ( 𝑠
𝑦
)
𝑖
𝑢𝑖 ∈ 𝔭2. As this holds for all 𝑖, the coefficients in the equation for 𝑠 lie in

𝔭2, so
𝑠𝑟 ∈ 𝔭2𝐵 ⊆ 𝔭1𝐵 = (𝔮1 ∩ 𝐴)𝐵 ⊆ 𝔮1

Hence 𝑠 ∈ 𝔮1 by primality, giving a contradiction.
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5. Primary decomposition
Definition. Let 𝐼 be an ideal of 𝑅. 𝐼 is

(i) prime if 𝑅⟋𝐼 ≠ 0 and 0 is the only zero divisor of 𝑅⟋𝐼;

(ii) radical if the only nilpotent element of 𝑅⟋𝐼 is zero;

(iii) primary if 𝑅⟋𝐼 ≠ 0 and every zero divisor in 𝑅⟋𝐼 is nilpotent.

The prime ideals precisely those ideals that are both radical and primary. 𝑅 is radical but
not prime or primary.

Example. (i) Let 𝑅 = ℤ. The ideal (6) is radical but not primary, as 𝑅⟋(6) contains zero
divisors 2, 3 which are not nilpotent. The ideal (9) is primary but not radical.

(ii) More generally, let 𝑅 = ℤ and 𝑥 ≠ 0. Then (𝑥) is prime if and only if 𝑥 = 0 or |𝑥|
is prime, and (𝑥) is radical if and only if 𝑥 is squarefree. (𝑥) is primary if and only if
𝑥 = 𝑝𝑛 for some prime 𝑝 and 𝑛 ≥ 1.

Proposition. Let 𝐼 be a proper ideal in 𝑅. Then

(i) If 𝐼 is primary, then 𝔭 = √𝐼 is prime. We say 𝐼 is 𝔭-primary.

(ii) If√𝐼 is maximal, then 𝐼 is primary.

(iii) If 𝔮1,… , 𝔮𝑛 are 𝔭-primary, then⋂
𝑛
𝑖=1 𝔮𝑖 is also 𝔭-primary.

(iv) If 𝐼 has a primary decomposition 𝐼 = ⋂𝑛
𝑖=1 𝔮𝑖 where the 𝔮𝑖 are primary, then 𝐼 has a

minimal primary decomposition⋂𝑚
𝑗=1 𝔯𝑗 where the √𝔯𝑗 are distinct and no 𝔯𝑗 can be

dropped.

(v) If 𝑅 is Noetherian, then every proper ideal has a primary decomposition.

In ℤ,
(90) = (2) ∩ (32) ∩ (5)

Primary decomposition therefore generalises prime factorisation. Note that for a prime ideal
𝔭, if 𝔭𝑛 is primary, then 𝔭𝑛 is 𝔭-primary, because√𝔭𝑛 = 𝔭.

Example. (i) Not every primary ideal is a power of a prime ideal. For instance, consider
𝑅 = 𝑘[𝑋, 𝑌] and 𝔮 = (𝑋, 𝑌 2). We claim that this is primary. For instance,√𝔮 = (𝑋, 𝑌)
is maximal, so 𝔮 is (𝑋, 𝑌)-primary. Alternatively,

𝑘[𝑋, 𝑌]⟋(𝑋, 𝑌 2) ≃
𝑘[𝑌]⟋(𝑌2)

If 𝑓 ∈ 𝑘[𝑌] satisfies 𝑓 ∈ (𝑌 2) so it is a zero divisor, then 𝑌 ∣ 𝑓, so 𝑓 + (𝑌 2) is nilpotent.
Now, if 𝔮 = 𝔭𝑛, then

(𝑋, 𝑌) = √𝔮 = √𝔭𝑛 = 𝔭
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But
(𝑋, 𝑌) ⊋ (𝑋, 𝑌 2) ⊋ (𝑋, 𝑌)2

So 𝔮 is not a power of 𝔭 = (𝑋, 𝑌).
(ii) If 𝔭 is prime, 𝔭𝑛 need not be primary. Let

𝑅 = 𝑘[𝑋, 𝑌, 𝑍]⟋(𝑋𝑌 − 𝑍2) = 𝑘[𝑋, 𝑌, 𝑍]; 𝔭 = (𝑋, 𝑍)

where 𝑋, 𝑌, 𝑍 are the images of 𝑋, 𝑌, 𝑍 under the quotient map. We claim that 𝔭 is
prime, but 𝔭2 is not primary. Indeed,

𝑅⟋𝔭 ≃ 𝑘[𝑋, 𝑌, 𝑍]⟋(𝑋, 𝑍, 𝑋𝑌 − 𝑍2) ≃
𝑘[𝑋, 𝑌, 𝑍]⟋(𝑋, 𝑍) ≃ 𝑘[𝑌]

which is an integral domain, so 𝔭 is prime. For the second part,

𝔭2 = (𝑋
2
, 𝑋 ⋅ 𝑍, 𝑍

2
)

Then 𝑋 ⋅ 𝑌 = 𝑍
2
∈ 𝔭2, that is,

(𝑋 + 𝔭2)(𝑌 + 𝔭2) = 0 + 𝔭2

But 𝑋 + 𝔭2 ≠ 0 and 𝑌 + 𝔭2 ≠ 0. Hence 𝑌 + 𝔭2 is a zero divisor in 𝑅⟋𝔭2. Note that

𝑅⟋𝔭2 ≃
𝑘[𝑋, 𝑌, 𝑍]⟋(𝑋𝑌 − 𝑍2, 𝑋2, 𝑋𝑍, 𝑍2) ≃

𝑘[𝑋, 𝑌, 𝑍]⟋(𝑋𝑌, 𝑋2, 𝑍2)

so 𝑌 + 𝔭2 is not nilpotent.
Theorem. Let ⋂𝑛

𝑖=1 𝔮𝑖 be a minimal primary decomposition for an ideal 𝐼 of 𝑅, and let
𝔭𝑖 = √𝔮𝑖 for each 𝑖. Then
(i) (associated prime ideals of 𝐼) The prime ideals 𝔭1,… , 𝔭𝑛 are determined only by 𝐼, even

though there may not be a unique minimal primary decomposition.

(ii) (isolated prime ideals of 𝐼) The minimal elements of {𝔭1,… , 𝔭𝑛}, ordered by inclusion,
are exactly the minimal prime ideals of 𝑅 that contain 𝐼. An associated prime ideal
that is not isolated is called embedded.

(iii) (isolated primary components of 𝐼) If 𝔭1,… , 𝔭𝑡 are the isolated prime ideals of 𝐼 for
𝑡 ≤ 𝑛, then 𝔮1,… , 𝔮𝑡 are determined only by 𝐼.

Example. Let 𝑅 = 𝑘[𝑋, 𝑌] and 𝐼 = (𝑋2, 𝑋𝑌). We have primary decompositions

𝐼 = (𝑋) ∩ (𝑋, 𝑌)2 = (𝑋) ∩ (𝑋2, 𝑌)

Note that
√(𝑋) = (𝑋); √(𝑋, 𝑌)2 = (𝑋, 𝑌); √(𝑋2, 𝑌) = (𝑋, 𝑌)

The associated primes of 𝐼 are (𝑋) and (𝑋, 𝑌). The isolated prime is (𝑋) and the embedded
prime is (𝑋, 𝑌).
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Remark. Let 𝐼 = ⋂𝑛
𝑖=1 𝔮𝑖 be a minimal primary decomposition with √𝑞𝑖 = 𝔭𝑖. Suppose

𝔭1,… , 𝔭𝑡 are the isolated primes. Then

√𝐼 =
√√√
√

𝑛

⋂
𝑖=1

𝔮𝑖 =
𝑛

⋂
𝑖=1

√𝔮𝑖 =
𝑛

⋂
𝑖=1

𝔭𝑖 =
𝑡

⋂
𝑖=1

𝔭𝑖

This is a primary decomposition of√𝐼, and one can check that this isminimal. All associated
primes in this decomposition are isolated. Going from 𝐼 to √𝐼, we only ‘remember’ the
isolated primes.

Analogously, let 𝑅 = 𝑘[𝑇1,… , 𝑇𝑛], where 𝑘 ⊆ ℂ. Then 𝕍(𝐼) = 𝕍(√𝐼) and 𝐼(𝕍(𝐼)) = √𝐼.
Hence, taking the algebraic set of 𝐼 ‘remembers’ the radical of 𝐼 and nothing else.
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6. Direct and inverse limits
6.1. Limits and completions
Definition. Let 𝒞 be a category.
(i) A directed set (𝐼, ≤) is a partially ordered set such that for all 𝑎, 𝑏 ∈ 𝐼, there exists 𝑐 ∈ 𝐼

such that 𝑎, 𝑏 ≤ 𝑐.
(ii) A direct system on a directed set (𝐼, ≤) is a pair ((𝑋𝑖)𝑖∈𝐼 , (𝑓𝑖𝑗)𝑖≤𝑗) where 𝑋𝑖 ∈ ob𝒞 and

𝑓𝑖𝑗 ∶ 𝑋𝑖 → 𝑋𝑗 , such that 𝑓𝑖𝑖 = 1𝑋𝑖 and 𝑓𝑖𝑘 = 𝑓𝑗𝑘 ∘ 𝑓𝑖𝑗 .
(iii) An inverse system on (𝐼, ≤) is a pair ((𝑌 𝑖)𝑖∈𝐼 , (ℎ𝑖𝑗)𝑖≤𝑗)where 𝑌 𝑖 ∈ ob𝒞 and ℎ𝑖𝑗 ∶ 𝑌 𝑗 →

𝑌 𝑖, such that ℎ𝑖𝑖 = 1𝑋𝑖 and ℎ𝑖𝑘 = ℎ𝑖𝑗 ∘ ℎ𝑗𝑘.
Remark. An inverse system in 𝒞 is the same as a direct system in 𝒞op.
Example. Let 𝐼 = (ℕ,≤).
(i) Let 𝑝 be a prime, and let 𝑋𝑖 = 𝔽𝑝𝑖! . Recall that if 𝑎 ∣ 𝑏, then there is an embedding

𝜑 ∶ 𝔽𝑝𝑎 → 𝔽𝑝𝑏 . The collection of embeddings 𝔽𝑝𝑎 → 𝔽𝑝𝑏 is then given by 𝑥 ↦ (𝜑(𝑥))𝑝𝑐
where 0 ≤ 𝑐 < 𝑎 − 1. The map 𝑓𝑖(𝑖+1) ∶ 𝔽𝑝𝑖! → 𝔽𝑝(𝑖+1)! is defined to be one such
embedding. A general embedding 𝑓𝑖𝑗 is given by the composite 𝑓(𝑗−1)𝑗 ∘ ⋯ ∘ 𝑓𝑖(𝑖+1).
This creates a direct system on 𝐼.

(ii) Let 𝑌 𝑖 = ℤ⟋𝑝𝑖ℤ, and let ℎ𝑖𝑗 ∶ ℤ⟋𝑝𝑗ℤ → ℤ⟋𝑝𝑖ℤ be the natural projection. This is an
inverse system on 𝐼.

Definition. Let (𝐼, ≤) be a directed set.
(i) Let 𝐷 = ((𝑋𝑖)𝑖∈𝐼 , (𝑓𝑖𝑗)𝑖≤𝑗) be a direct system on 𝐼. Then the direct limit of 𝐷 is

lim−−→𝑋𝑖 =
(∐
𝑖∈𝐼

𝑋𝑖)⟋∼
where for 𝑥𝑖 ∈ 𝑋𝑖 and 𝑥𝑗 ∈ 𝑋𝑗 ,

𝑥𝑖 ∼ 𝑥𝑗 ⟺ ∃𝑘 ≥ 𝑖, 𝑗, 𝑓𝑖𝑘(𝑥𝑖) = 𝑓𝑗𝑘(𝑥𝑗)
Equivalently, one can define∼ to be the smallest equivalence relation containing 𝑥𝑖 ∼
𝑓𝑖𝑗(𝑥𝑖).

(ii) Let 𝐸 = ((𝑌 𝑖)𝑖∈𝐼 , (ℎ𝑖𝑗)𝑖≤𝑗) be an inverse system on 𝐼. Then the inverse limit of 𝐸 is

lim←−−𝑌 𝑖 = {y ∈∏
𝑋𝑖

||||
∀𝑖 ≤ 𝑗, 𝑦𝑖 = ℎ𝑖𝑗(𝑦𝑗)}

Example. (i) 𝔽alg𝑝 = lim−−→𝔽𝑝𝑖! is an algebraic closure of 𝔽𝑝. First, 𝔽
alg
𝑝 is algebraic over 𝔽𝑝.

Indeed, for [𝑥] ∈ 𝔽alg𝑝 , we have 𝑥 ∈ 𝔽𝑖!𝑝 for some 𝑖 ≥ 1. Then 𝑥𝑝𝑖! − 𝑥 = 0. Hence

[𝑥]𝑝𝑖! − [𝑥] = [𝑥𝑝𝑖! − 𝑥] = [0]
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Further, 𝔽alg𝑝 is algebraically closed. Any polynomial ℎ ∈ 𝔽alg𝑝 [𝑇] has coefficients in
𝔽alg𝑝 , so in particular ℎ arises from an element of 𝔽𝑝𝑖![𝑇] for some 𝑖. This element splits
under some 𝔽𝑝𝑖! → 𝔽𝑝ℓ , so it splits under some 𝔽𝑝𝑖! → 𝔽𝑝ℓ! . Hence it splits under
ℎ𝑖𝑗 ∶ 𝔽𝑝𝑖! → 𝔽𝑝𝑗! , so ℎ splits in the direct limit 𝔽

alg
𝑝 .

(ii) Define ℤ𝑝 = lim←−−
ℤ⟋𝑝𝑖ℤ. This is the ring of 𝑝-adic integers. For example, writing num-

bers in base 𝑝 = 5,

1 = (1 + 51ℤ, 1 + 52ℤ, 1 + 53ℤ,… )
−1 = (4 + 51ℤ, 44 + 52ℤ, 444 + 53ℤ,… )

In every position in such an expansion, we ‘expose’ another digit of the 𝑝-adic integer
to the left.

Definition. Let 𝑅 be a ring, and let 𝔞 be an ideal of 𝑅. Then the 𝔞-adic completion of 𝑅 is

�̂� = lim←−−
𝑅⟋𝔞𝑖

where the inverse limit is taken over the directed system (ℕ, ≤) with morphisms given by
the natural projections.

Example. (i) If 𝑅 = ℤ and 𝔞 = (𝑝), then �̂� = ℤ𝑝.

(ii) If 𝑅 = 𝑘[𝑇] and 𝔞 = (𝑇), then

�̂� = lim←−−
𝑘[𝑇]⟋(𝑇 𝑖) = 𝑘⟦𝑡⟧

Definition. Let𝑀 be an 𝑅-module, and let 𝔞 be an ideal of 𝑅. Then the 𝔞-adic completion
of𝑀 is

�̂� = lim←−−
𝑀⟋𝔞𝑖𝑀

which is naturally an �̂�-module.

We can make the following more general definition.

Definition. Let𝑀 be an 𝑅-module.

(i) A filtration of 𝑀 is a sequence (𝑀𝑛)𝑛≥1 of submodules of 𝑀 such that 𝑀0 = 𝑀 and
𝑀𝑛 ⊇ 𝑀𝑛+1 for each 𝑛.

(ii) The completion of𝑀 with respect to a filtration (𝑀𝑛)𝑛≥1 is lim←−−
𝑀⟋𝑀𝑛

.

Theorem. Let 𝑅 be a Noetherian ring, and let 𝔞 be an ideal of 𝑅. Then,

(i) the 𝔞-adic completion �̂� is Noetherian;

(ii) the functor �̂� ⊗𝑅 (−) is exact;
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(iii) if𝑀 is a finitely generated𝑅-module, then the naturalmap �̂�⊗𝑅𝑀 → �̂� is an �̂�-linear
isomorphism.

Thus 𝔞-adic completion is an exact functor from the category of finitely generated𝑅-modules
if 𝑅 is Noetherian.

6.2. Graded rings and modules
Definition. A graded ring is a ring 𝐴 = ⨁∞

𝑛=0 𝐴𝑛, where each 𝐴𝑛 is an additive subgroup
of 𝐴, such that 𝐴𝑚𝐴𝑛 ⊆ 𝐴𝑚+𝑛.

Proposition. 𝐴0 is a subring of 𝐴.

Proof. It is clearly a subgroup closed under multiplication, so it suffices to check that it
contains the identity element of 𝐴. We have

1𝐴 =
𝑚
∑
𝑖=0

𝑦𝑖; 𝑦𝑖 ∈ 𝐴𝑖

For 𝑧𝑛 ∈ 𝐴𝑛,

𝑧𝑛 =
𝑚
∑
𝑖=0

𝑦𝑖𝑧𝑛

𝑧𝑛 is an element of 𝐴𝑛, and each term 𝑦𝑖𝑧𝑛 is an element of 𝐴𝑛+𝑖. But since the sum is
direct, we must have 𝑧𝑛 = 𝑦0𝑧𝑛, so 𝑧 = 𝑦0𝑧 for all 𝑧 ∈ 𝐴. Hence 𝑦0 ∈ 𝐴0 is the identity
element.

Remark. Each 𝐴𝑛 is an 𝐴0-module as 𝐴0𝐴𝑛 ⊆ 𝐴𝑛.

Example. The polynomial ring in finitely many variables has a grading: 𝑘[𝑇1,… , 𝑇𝑚] =
⨁∞

𝑛=0 𝐴𝑛 where 𝐴𝑛 is the set of homogeneous polynomials of degree 𝑛.

Definition. Let 𝐴 = ⨁∞
𝑛=0 𝐴𝑛 be a graded ring. A graded 𝐴-module is an 𝐴-module 𝑀 =

⨁∞
𝑛=0𝑀𝑛 such that 𝐴𝑚𝑀𝑛 ⊆ 𝑀𝑚+𝑛.

For a graded ring 𝐴, we define 𝐴+ = ⨁∞
𝑛=1 𝐴𝑛 = ker(𝐴 ↠ 𝐴0). This is an ideal of 𝐴, and

𝐴⟋𝐴+
≃ 𝐴0.

Proposition. Let 𝐴 =⨁∞
𝑖=0 𝐴𝑛 be a graded ring. Then the following are equivalent:

(i) 𝐴 is Noetherian;

(ii) 𝐴0 is Noetherian and 𝐴 is finitely generated as an 𝐴0-algebra.

Proof. Hilbert’s basis theorem shows that (ii) implies (i). For the converse, 𝐴0 is Noetherian
as it is isomorphic to a quotient of the Noetherian ring 𝐴. Note that 𝐴+ is generated by the
set of homogeneous elements of positive degree. By (i), 𝐴+ an ideal in a Noetherian ring
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so is generated by a finite set {𝑥1,… , 𝑥𝑠}, and we can take each 𝑥𝑖 to be homogeneous, say,
𝑥𝑖 ∈ 𝐴𝑘𝑖 where 𝑘𝑖 > 0. Let 𝐴′ be the 𝐴0-subalgebra of 𝐴 generated by {𝑥1,… , 𝑥𝑠}; we want
to show 𝐴′ = 𝐴. It suffices to show that 𝐴𝑛 ⊆ 𝐴′ for every 𝑛 ≥ 0, which we will show by
induction. The case 𝑛 = 0 is clear.
Let 𝑛 > 0, and let 𝑦 ∈ 𝐴𝑛. Note that 𝑦 ∈ 𝐴+, so

𝑦 =
𝑠
∑
𝑖=1

𝑟𝑖𝑥𝑖

where 𝑟𝑖 ∈ 𝐴 and 𝑥𝑖 ∈ 𝐴𝑘𝑖 . Applying the projection to 𝐴𝑛,

𝑦 =
𝑠
∑
𝑖=1

𝑎𝑖𝑥𝑖; 𝑎𝑖 ∈ 𝐴𝑛−𝑘𝑖

where 𝑎𝑖 is the (𝑛 − 𝑘𝑖) homogeneous part of 𝑟𝑖. As 𝑘𝑖 is positive, the inductive hypothesis
implies that each 𝑎𝑖 can bewritten as a polynomial in 𝑥1,… , 𝑥𝑠with coefficients in𝐴0, giving
𝑦 ∈ 𝐴′ as required.

Definition. Let 𝔞 be an ideal of 𝑅, and let𝑀 be an 𝑅-module. Then a filtration (𝑀𝑛)𝑛≥0 is
an 𝔞-filtration if 𝔞𝑀𝑛 ⊆ 𝑀𝑛+1 for each 𝑛 ≥ 0. An 𝔞-filtration (𝑀𝑛)𝑛≥0 is stable if there exists
𝑛0 ≥ 0 such that 𝔞𝑀𝑛 = 𝑀𝑛+1 for all 𝑛 ≥ 𝑛0.
Example. (𝔞𝑛𝑀)𝑛≥0 is a stable 𝔞-filtration of𝑀.

Definition. Let 𝔞 be an ideal in 𝑅. The associated graded ring is

𝐺𝔞(𝑅) =⨁
𝑛≥0

𝔞𝑛⟋𝔞𝑛+1; 𝔞0 = 𝑅

This is a ring by defining

(𝑥 + 𝔞𝑛+1)(𝑦 + 𝔞𝑚+1) = 𝑥𝑦 + 𝔞𝑛+𝑚+1; 𝑥 ∈ 𝔞𝑛, 𝑦 ∈ 𝔞𝑚

Definition. Let𝑀 be an 𝑅-module, and let 𝔞 be an ideal of 𝑅. Let (𝑀𝑛)𝑛≥0 be an 𝔞-filtration
of𝑀. The associated graded module is

𝐺(𝑀) =⨁
𝑛≥0

𝑀𝑛⟋𝑀𝑛+1

This is a module over 𝐺𝔞(𝑅) by defining

(𝑥 + 𝔞𝑛+1)(𝑚 +𝑀ℓ+1) = 𝑥𝑚 +𝑀𝑛+ℓ+1

Proposition. Let 𝑅 be a Noetherian ring, and let 𝔞 be an ideal of 𝑅. Then
(i) the associated graded ring 𝐺𝔞(𝑅) is Noetherian; and
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(ii) if𝑀 is a finitely generated 𝑅-module and (𝑀𝑛)𝑛≥0 is a stable 𝔞-filtration of𝑀, then the
associated graded module 𝐺(𝑀) is a finitely generated 𝐺𝔞(𝑅)-module.

Proof. Part (i). Let 𝑅 be Noetherian. Then let 𝔞 = (𝑥1,… , 𝑥𝑠), and write 𝑥𝑖 for the image of
𝑥𝑖 in 𝔞⟋𝔞2. Note that

𝐺𝔞(𝑅) = 𝑅⟋𝔞⊕ 𝔞⟋𝔞2 ⊕
𝔞2⟋𝔞3 ⊕⋯

𝐺𝔞(𝑅) is generated as an 𝑅⟋𝔞-algebra by 𝑥1,… , 𝑥𝑠, by taking sums and products. Note that
𝑅⟋𝔞 is Noetherian, so 𝐺𝔞(𝑅) is Noetherian by Hilbert’s basis theorem.
Part (ii). Let (𝑀𝑛)𝑛≥0 be a stable 𝔞-filtration of 𝑀. Then there exists 𝑛0 such that for all
𝑛 ≥ 𝑛0, we have𝑀𝑛0+𝑟 = 𝔞𝑟𝑀𝑛0 . Thus 𝐺(𝑀) is generated as a 𝐺𝔞(𝑅)-module by

𝑀0⟋𝑀1
⊕𝑀1⟋𝑀2

⊕⋯⊕𝑀𝑛0⟋𝑀𝑛0+1

Each factor𝑀𝑖⟋𝑀𝑖+1
is a Noetherian𝑅-module, as they are quotients of Noetherianmodules,

and are annihilated by 𝔞. In particular, 𝐺(𝑀) is a finitely generated 𝐺𝔞(𝑅)-module, say by
𝑥1,… , 𝑥𝑠.

Definition. Let𝑀 be an 𝑅-module. We say that filtrations (𝑀𝑛), (𝑀′
𝑛) of𝑀 are equivalent

if there exists 𝑛0 such that for all 𝑛 ≥ 0, we have𝑀𝑛+𝑛0 ⊆ 𝑀′
𝑛 and𝑀′

𝑛+𝑛0 ⊆ 𝑀𝑛.

Lemma. Let 𝔞 be an ideal of 𝑅. Let 𝑀 be an 𝑅-module, and let (𝑀𝑛)𝑛≥0 be a stable 𝔞-
filtration of𝑀. Then (𝑀𝑛)𝑛≥0 is equivalent to (𝔞𝑛𝑀)𝑛≥0.

Proof. As (𝑀𝑛)𝑛≥0 is an 𝔞-filtration, for all 𝑛 ≥ 0, we have

𝑀𝑛 ⊇ 𝔞𝑀𝑛−1 ⊇ 𝔞2𝑀𝑛−2 ⊇ ⋯ ⊇ 𝔞𝑛𝑀 ⊇ 𝔞𝑛+𝑛0𝑀

For the other direction, as the filtration is stable, there exists 𝑛0 such that for each 𝑛 ≥ 𝑛0,
we have 𝔞𝑀𝑛 = 𝑀𝑛+1. Then𝑀𝑚+𝑛0 = 𝔞𝑛𝑀𝑛0 ⊆ 𝔞𝑛𝑀 as required.

6.3. Artin–Rees lemma
Definition. Let 𝔞 be an ideal of 𝑅. Let𝑀 be an 𝑅-module, and let (𝑀𝑛)𝑛≥0 be an 𝔞-filtration
of𝑀. Then we define

𝑅⋆ =⨁
𝑛≥0

𝔞𝑛; 𝑀⋆ =⨁
𝑛≥0

𝑀𝑛

Note that 𝑅⋆ is a graded ring, as for 𝑥 ∈ 𝔞𝑛, 𝑦 ∈ 𝔞ℓ, we have 𝑥𝑦 ∈ 𝔞𝑛+ℓ. As (𝑀𝑛)𝑛≥0 is an 𝔞-
filtration,𝑀⋆ is a graded 𝑅⋆-module. Indeed, for 𝑥 ∈ 𝔞𝑛 and𝑚 ∈ 𝑀ℓ, we have 𝑥𝑚 ∈ 𝑀𝑛+ℓ
as required.

If 𝑅 is Noetherian, the ideal 𝔞 is finitely generated, say by 𝑥1,… , 𝑥𝑟. Then 𝑅⋆ is generated as
an 𝑅-algebra by 𝑥1,… , 𝑥𝑟 by taking sums and products. By Hilbert’s basis theorem, 𝑅⋆ is a
Noetherian ring.
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Lemma. Let 𝑅 be a Noetherian ring, and let 𝔞 be an ideal of 𝑅. Let𝑀 be a finitely generated
𝑅-module, and let (𝑀𝑛)𝑛≥0 be an 𝔞-filtration of𝑀. Then, the following are equivalent:

(i) 𝑀⋆ is finitely generated as an 𝑅⋆-module;

(ii) the 𝔞-filtration (𝑀𝑛)𝑛≥0 is stable.

Proof. First, note that each𝑀𝑛 is a finitely generated 𝑅-module. Indeed, 𝑅 is a Noetherian
ring and 𝑀 is finitely generated, so 𝑀 is a Noetherian module, or equivalently, every sub-
module is finitely generated. Now, consider

𝑀⋆
𝑛 = 𝑀0 ⊕⋯⊕𝑀𝑛 ⊕ 𝔞𝑀𝑛 ⊕ 𝔞2𝑀𝑛 ⊕⋯

This is an 𝑅⋆-submodule of𝑀⋆. Note that (𝑀⋆
𝑛)𝑛≥0 is an ascending chain of 𝑅⋆-submodules

of𝑀⋆, and this chain stabilises if and only if the 𝔞-filtration (𝑀𝑛)𝑛≥0 is stable.
(i) implies (ii). As 𝑅 is Noetherian, so is 𝑅⋆ by the discussion above. By assumption, 𝑀⋆

is finitely generated as a module over a Noetherian ring, so it is Noetherian. Hence the
ascending chain (𝑀⋆

𝑛)𝑛≥0 stabilises, giving the result.
(ii) implies (i). Suppose (𝑀𝑛)𝑛≥0 is stable. Then (𝑀⋆

𝑛)𝑛≥0 stabilises at some 𝑛0 ≥ 0, so

𝑀⋆ = ⋃
𝑛≥0

𝑀⋆
𝑛 = 𝑀⋆

𝑛0

Now, note that 𝑀0 ⊕ ⋯ ⊕ 𝑀𝑛0 generatees 𝑀⋆
𝑛0 as an 𝑅⋆-module. Each 𝑀𝑛 is a finitely

generated 𝑅-module, so𝑀0 ⊕⋯⊕𝑀𝑛0 is also finitely generated as an 𝑅-module. So these
generators span𝑀⋆

𝑛0 = 𝑀⋆ as an 𝑅⋆-module, as required.

Proposition (Artin–Rees). Let 𝑅 be a Noetherian ring, and let 𝔞 be an ideal of 𝑅. Let𝑀 be
a finitely generated 𝑅-module, and let (𝑀𝑛)𝑛≥0 be a stable 𝔞-filtration of 𝑀. Then for any
submodule 𝑁 ≤ 𝑀, (𝑁 ∩ 𝑀𝑛)𝑛≥0 is a stable 𝔞-filtration of 𝑁.
Thus, stable filtrations pass to submodules.

Proof. First, we show that (𝑁 ∩ 𝑀𝑛)𝑛≥0 is indeed an 𝔞-filtration.

𝔞(𝑁 ∩ 𝑀𝑛) ⊆ 𝑁 ∩ 𝔞𝑀𝑛 ⊆ 𝑁 ∩𝑀𝑛+1

Now, define
𝑀⋆ =⨁

𝑛≥0
𝑀𝑛; 𝑁⋆ =⨁

𝑛≥0
(𝑁 ∩ 𝑀𝑛)

Note that 𝑀⋆ is an 𝑅⋆-submodule of 𝑁⋆. As 𝑅 is Noetherian, so is 𝑅⋆. Then as (𝑀𝑛)𝑛≥0 is
stable,𝑀⋆ is a finitely generated𝑅⋆-module by the previous lemma. Thus𝑀⋆ is aNoetherian
𝑅⋆-module. Its submodule 𝑁⋆ is then finitely generated, so (𝑁 ∩ 𝑀𝑛)𝑛≥0 is stable.
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7. Dimension theory
7.1. ???
Definition. Let 𝔭 be a prime ideal of 𝑅. The height of 𝔭, denoted ht(𝑝), is

ht(𝔭) = sup {𝑑 ∣ 𝔭0 ⊊ 𝔭1 ⊊ ⋯ ⊊ 𝔭𝑑 = 𝔭; 𝔭𝑖 ∈ Spec𝑅}

The (Krull) dimension of 𝑅 is

dim𝑅 = sup {ht(𝔭) ∣ 𝔭 ∈ Spec𝑅} = sup {ht(𝔪) ∣ 𝔪 ∈ mSpec𝑅}

Remark. The height of a prime ideal 𝔭 is the Krull dimension of the localisation 𝑅𝔭. In
particular,

dim𝑅 = sup {dim𝑅𝔭 ∣ 𝔭 ∈ Spec𝑅} = sup {dim𝑅𝔪 ∣ 𝔪 ∈ mSpec𝑅}

So the problem of computing dimension can be reduced to computing dimension of local
rings.

Definition. Let 𝐼 be a proper ideal of 𝑅. Then the height of 𝐼 is

ht(𝐼) = inf {ht(𝔭) ∣ 𝐼 ⊆ 𝔭}

Proposition. Let 𝐴 ⊆ 𝐵 be an integral extension of rings. Then,
(i) dim𝐴 = dim𝐵; and
(ii) if 𝐴, 𝐵 are integral domains and 𝑘-algebras for some field 𝑘, they have the same tran-

scendence degree over 𝑘.
We prove part (i); the second part is not particularly relevant for this course.

Proof. First, we show that dim𝐴 ≤ dim𝐵. Consider a chain of prime ideals 𝔭0 ⊊ ⋯ ⊊ 𝔭𝑑
in Spec𝐴. By the lying over theirem and the going up theorem, we obtain a chain of prime
ideals 𝔮0 ⊆ ⋯ ⊆ 𝔮𝑑 in Spec𝐵. As 𝔭𝑖 = 𝔮𝑖 ∩ 𝐴 and 𝔭𝑖 ≠ 𝔭𝑖+1, we must have 𝔮𝑖 ≠ 𝔮𝑖+1. So this
produces a chain of length 𝑑 in 𝐵, as required.
Now consider a chain 𝔮0 ⊊ ⋯ ⊊ 𝔮𝑑 in Spec𝐵. Contracting each ideal, we produce a chain
𝔭0 ⊆ ⋯ ⊆ 𝔭𝑑 in Spec𝐴. Suppose that 𝔮𝑖 and 𝔮𝑖+1 contract to the same prime ideal 𝔭𝑖
in Spec𝐴. Note that 𝔮𝑖 ⊆ 𝔮𝑖+1, so by incomparability, they must be equal, but this is a
contradiction.

Remark. If𝐴 is a finitely generated𝑘-algebra for some field𝑘, then byNoether normalisation,
we obtain a 𝑘-algebra embedding 𝑘[𝑇1,… , 𝑇𝑑] → 𝐴, and the extension is integral. Thus
dim𝐴 = dim 𝑘[𝑇1,… , 𝑇𝑑]. One can show that dim 𝑘[𝑇1,… , 𝑇𝑑] = 𝑑, and hence that the
integer 𝑑 obtained by Noether normalisation is uniquely determined by 𝐴 and 𝑘.
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7.2. Hilbert polynomials
Let 𝐴 = ⨁𝑛≥0 𝐴𝑛 be a Noetherian graded ring, so 𝐴0 is Noetherian and 𝐴 is finitely gen-
erated as an 𝐴0-algebra. Now let 𝑀 = ⨁𝑛≥0𝑀𝑛 be a finitely generated graded 𝐴-module.
Then each𝑀𝑛 is an 𝐴0-module.

We claim that 𝑀𝑛 is finitely generated as an 𝐴0-module. Indeed, 𝑀 = span𝐴 {𝑚1,… ,𝑚𝑡},
and the𝑚𝑖 can be taken to be homogeneous, say,𝑚𝑖 ∈ 𝑀𝑟𝑖 . Then

𝑀𝑛 = {𝑎1𝑚1 +⋯+ 𝑎𝑡𝑚𝑡 ∣ 𝑎𝑖 ∈ 𝐴𝑛−𝑟𝑖 }

Let 𝑥1,… , 𝑥𝑠 generate 𝐴 as an 𝐴0-algebra, where 𝑥𝑖 ∈ 𝐴𝑘𝑖 , 𝑘𝑖 > 0. Then

𝑀𝑛 = span𝐴0
{𝑥𝑒11 …𝑥𝑒𝑡𝑡 𝑚𝑖

||||
1 ≤ 𝑖 ≤ 𝑡, 𝑒𝑖 ≥ 0,

𝑠
∑
𝑖=1

𝑘𝑖𝑒𝑖 = 𝑛 − 𝑟𝑖}

and the right-hand side is a finite set.

We will make the further assumption that 𝐴0 is Artinian. Hence, each𝑀𝑛 is a finitely gener-
ated module over a ring that is both Noetherian and Artinian, so each𝑀𝑛 is Noetherian and
Artinian as an 𝐴0-module. Further, each𝑀𝑛 is of finite length ℓ(𝑀𝑛) < ∞; it has a compos-
ition series of finite length. Note that if 𝐴0 = 𝑘 is a field, then ℓ(𝑀𝑛) = dim𝑘𝑀𝑛.

Definition. Let 𝐴,𝑀 be as above. Then the Poincaré series of𝑀 is

𝑃(𝑀, 𝑇) =
∞
∑
𝑛=0

ℓ(𝑀𝑛)𝑇𝑛 ∈ ℤ⟦𝑇⟧

Theorem (Hilbert–Serre theorem). Let 𝐴 be generated by 𝑥1,… , 𝑥𝑠 as an 𝐴0-module with
𝑥𝑖 ∈ 𝐴𝑘𝑖 for 𝑘𝑖 > 0. The Poincaré series 𝑃(𝑀, 𝑇) is a rational function of the form

𝑓(𝑇)
∏𝑠

𝑖=1(1 − 𝑇𝑘𝑖 )
; 𝑓 ∈ ℤ[𝑇]

Proof. For the base case 𝑠 = 0, wemust have𝐴 = 𝐴0, so𝑀 is a finitely generated𝐴0-module,
say,𝑀 = span𝐴0

𝑆 where 𝑆 is a finite subset of𝑀0⊕⋯⊕𝑀𝑛. Thus there exists 𝑛0 such that
𝑀𝑚 = 0 for all𝑚 > 𝑛0. In particular, 𝑃(𝑀, 𝑇) is a polynomial.
For the inductive step, let

𝑀 =⨁
𝑛∈ℤ

𝑀𝑛; 𝑀ℓ = 0 if ℓ < 0

Let 𝑓 ∶ 𝑀𝑛 → 𝑀𝑛+𝑘𝑠 be the homomorphism given by multiplication by 𝑥𝑠. We obtain the
exact sequence

0 𝐾𝑛 𝑀𝑛 𝑀𝑛+𝑘𝑠 𝐿𝑛+𝑘𝑠 0𝑓
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where 𝐾𝑛 = ker𝑓 and 𝐿𝑛+𝑘𝑠 = coker𝑓. Then let 𝐾 = ⨁𝑛∈ℤ 𝐾𝑛 and 𝐿 = ⨁𝑛∈ℤ 𝐿𝑛. These
are graded 𝐴-modules, and 𝐾 is a submodule of𝑀. Note that 𝐾 and 𝐿 are annihilated by 𝑥𝑠.
Applying the length function to the exact sequence, we obtain

ℓ(𝐾𝑛) − ℓ(𝑀𝑛) + ℓ(𝑀𝑛+𝑘𝑠) − ℓ(𝐿𝑛+𝑘𝑠) = 0

Multiplying by 𝑇𝑛+𝑘𝑠 ,

ℓ(𝑀𝑛+𝑘𝑠)𝑇𝑛+𝑘𝑠 − 𝑇𝑘𝑠ℓ(𝑀𝑛)𝑇𝑛 = ℓ(𝐿𝑛+𝑘𝑠)𝑇𝑛+𝑘𝑠 − 𝑇𝑘𝑠ℓ(𝐾𝑛)𝑇𝑛

Then, taking the sum over all integers,

𝑃(𝑀, 𝑇) − 𝑇𝑘𝑠𝑃(𝑀, 𝑇) = (1 − 𝑇𝑘𝑠)𝑃(𝑀, 𝑇) = 𝑃(𝐿, 𝑇) − 𝑇𝑘𝑠𝑃(𝐾, 𝑇)

By the inductive hypothesis,

(1 − 𝑇𝑘𝑠)𝑃(𝑀, 𝑇) = 𝑓1(𝑇)
∏𝑠−1

𝑖=1 (1 − 𝑇𝑘𝑠)
+ 𝑓2(𝑇)
∏𝑠−1

𝑖=1 (1 − 𝑇𝑘𝑠)

as required.

In particular, this rational function is holomorphic almost everywhere, with potentially a
pole of some order at 1. Let 𝑑(𝑀) be the order of the pole of 𝑃(𝑀, 𝑇) at 𝑇 = 1. One can show
that if𝑀 ≠ 0, then 𝑑(𝑀) ≥ 0.
Example. Let 𝐴 = 𝑘[𝑇1,… , 𝑇𝑠] = ⨁𝑛≥0 𝐴𝑛 where 𝐴𝑛 is the set of homogeneous polynomi-
als of degree 𝑛. Then 𝐴 is generated as an 𝐴0 = 𝑘-algebra by {𝑇1,… , 𝑇𝑠}. For this choice of
generators, 𝑘1 = ⋯ = 𝑘𝑠 = 1. The length of 𝐴𝑛 is dim𝑘 𝐴𝑛 = (𝑛+𝑠−1

𝑛
), which is a polynomial

of degree 𝑠 − 1 in 𝑛 over ℚ. The Poincaré series of 𝐴 over itself is

𝑃(𝐴, 𝑇) = ∑
𝑛≥0

(𝑛 + 𝑠 − 1
𝑛 )𝑇𝑛 = 1

(1 − 𝑇)𝑠

Proposition. If 𝑘1 = ⋯ = 𝑘𝑠 = 1, then there exists a Hilbert polynomial 𝐻𝑃𝑀 ∈ ℚ[𝑇] and
𝑛0 ≥ 0 such that

ℓ(𝑀𝑛) = 𝐻𝑃𝑀(𝑛)
for all 𝑛 ≥ 𝑛0. In addition, deg𝐻𝑃𝑀 = 𝑑(𝑀) − 1 where 𝑑(𝑀) is the order of the pole of
𝑃(𝑀, 𝑇) at 𝑇 = 1.

Proof. Let 𝑑 = 𝑑(𝑀) ≥ 0. Then,

𝑃(𝑀, 𝑇) = ∑
𝑛≥0

ℓ(𝑀𝑛)𝑇𝑛 = 𝑓(𝑇)
(1 − 𝑇)𝑑 ; 𝑓 ∈ ℤ[𝑇], 𝑓(1) ≠ 0

Let

𝑓 =
deg𝑓
∑
𝑘=0

𝑎𝑘𝑇𝑘; 𝑎𝑘 ∈ ℤ
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Note that
1

(1 − 𝑇)𝑑 =
∞
∑
𝑗=0

(𝑗 + 𝑑 − 1
𝑗 )

⏟⎵⎵⏟⎵⎵⏟
𝑏𝑗

𝑇𝑗

Thus, for 𝑛 ≥ deg𝑓,

ℓ(𝑀𝑛) =
deg𝑓
∑
𝑖=0

𝑎𝑖𝑏𝑛−𝑖

Note that 𝑏𝑗 is a polynomial in 𝑗 overℚ of degree 𝑑−1with leading coefficient 1
(𝑑−1)!

. Then
ℓ(𝑀𝑛) is a polynomial 𝑝 in 𝑛 over ℚ for 𝑛 ≥ deg𝑓. Then deg𝑝 ≤ 𝑑 − 1, and the coefficient
of 𝑇𝑑−1 in 𝑝 is

deg𝑓
∑
𝑖=0

𝑎𝑖 ⋅
1

(𝑑 − 1)! =
𝑓(1)

(𝑑 − 1)! ≠ 0

so the degree is exactly 𝑑 − 1.

7.3. Dimension theory of local Noetherian rings
Lemma. Let (𝐴,𝔪) be a Noetherian local ring. Then
(i) an ideal 𝔮 of 𝐴 is𝔪-primary if and only if there exists 𝑡 ≥ 1 such that𝔪𝑡 ⊆ 𝔮 ⊆ 𝔪;
(ii) if 𝔮 is𝔪-primary, then 𝐴⟋𝔮 is Artinian.

Proof. Part (i). Given an ideal 𝔮 between𝔪𝑡 and𝔪, taking radicals we obtain

√𝔪𝑡 ⊆ √𝔮 ⊆ √𝔪

Hence √𝔮 = 𝔪 and thus 𝔮 is𝔪-primary. Conversely, if 𝔮 is𝔪-primary, (√𝔮)
𝑡 ⊆ 𝔮 for some

𝑡 as 𝐴 is Noetherian, so𝔪𝑡 ⊆ 𝔮 ⊆ 𝔪 as required.

Part (ii). (𝐴⟋𝔮,𝔪⟋𝔮) is a Noetherian local ring. If 𝔮 ⊆ 𝔮 ⊆ 𝔪, then taking radicals,

𝔪 = √𝔮 ⊆ 𝔭 ⊆ 𝔪

Hence 𝔭 = 𝔪. In particular, the spectrum of 𝐴⟋𝔮 is the single ideal𝔪⟋𝔮. Thus its dimension
is zero, and so the quotient is Artinian.

Theorem (dimension theorem). If 𝐴 is a Noetherian local ring, then

dim𝐴 = 𝛿(𝐴) = 𝑑(𝐺𝔪(𝐴))
where 𝛿(𝐴) = min {𝛿(𝔮) ∣ 𝔮 ⊆ 𝐴 is𝔪-primary} and 𝛿(𝔮) is theminimal number of generators
of 𝔮, and where the right-hand side is the order of the pole at 𝑇 = 1 of the rational function
equal to the Poincaré series

∑
𝑛≥0

ℓ(𝔪𝑛⟋𝔪𝑛+1)𝑇𝑛
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of the associated graded ring.

Proof. We will show that 𝛿 ≥ 𝑑 ≥ dim ≥ 𝛿.
Let 𝔮 be an𝔪-primary ideal of 𝐴, generated by 𝑥1,… , 𝑥𝑠 where 𝑠 = 𝛿(𝔮). Then

𝐺𝔮(𝐴) = 𝐴⟋𝔮⊕ 𝔮⟋𝔮2 ⊕⊕𝑛≥2
𝔮𝑛⟋𝔮𝑛+1

The first factor𝐴⟋𝔮 is Artinian, and the images of 𝑥1,… , 𝑥𝑠 generate𝐺𝔮(𝐴) as an𝐴⟋𝔮-algebra,
where the 𝑥𝑖 are of degree 1. Then ℓ(𝔮

𝑛⟋𝔮𝑛+1) < ∞. From the theorem on Hilbert polyno-

mials, ℓ(𝔮𝑛⟋𝔮𝑛+1) is a polynomial in 𝑛 of degree at most 𝛿(𝔮) − 1, for sufficiently large 𝑛.

Fix some𝔪-primary ideal 𝔮0 such that 𝛿(𝔮0) = 𝛿(𝐴). We consider two special cases: 𝔮 = 𝔮0
and 𝔮 = 𝔪. For 𝔮, we have

deg ℓ(𝔮
𝑛
0⟋𝔮0𝑛+1) ≤ 𝛿(𝐴) − 1

As

ℓ(𝐴⟋𝔮𝑛0) =
𝑛−1
∑
𝑖=0

ℓ(𝔮
𝑖
0⟋𝔮𝑖+10

)

we have
deg ℓ(𝐴⟋𝔮𝑛0) ≤ 𝛿(𝐴)

For𝔪,
deg ℓ(𝔪𝑛⟋𝔪𝑛+1) = 𝑑(𝐺𝔪(𝐴)) − 1

and hence
deg ℓ(𝐴⟋𝔪𝑛) = 𝑑(𝐺𝔪)(𝐴)

Now, there exists 𝑡 ≥ 1 such that𝔪𝑡 ⊆ 𝔮0 ⊆ 𝔪. Then

ℓ(𝐴⟋𝔪𝑛) ≤ ℓ(𝐴⟋𝔮𝑛0) ≤ ℓ(𝐴⟋𝔪𝑡𝑛)

But all of these terms are eventually polynomial, and the degrees of the left-hand and right-
hand sides are the same, so we must have ℓ(𝐴⟋𝔮𝑛0) = ℓ(𝐴⟋𝔪𝑛).

Proposition. 𝛿(𝐴) ≥ 𝑑(𝐺𝔪)(𝐴)

Proof.
𝛿(𝐴) = 𝛿(𝔮0) ≥ deg ℓ(𝐴⟋𝔮𝑛0) = deg ℓ(𝐴⟋𝔪𝑛) = 𝑑(𝐺𝔪(𝐴))

Proposition. If 𝑥 ∈ 𝔪 is not a zero divisor, then

𝑑(𝐺(𝔪⟋𝑥𝐴)(
𝐴⟋𝑥𝐴)) ≤ 𝑑(𝐺𝔪(𝐴)) − 1

158



7. Dimension theory

This proposition allows us to prove results by induction on 𝑑.

Proof. We have a local ring (𝐴⟋𝑥𝐴,𝔪⟋𝑥𝐴). Then

𝑑(𝐺𝔪(𝐴)) = deg ℓ(𝐴⟋𝔪𝑛)

and
𝑑(𝐺(𝔪⟋𝑥𝐴)(

𝐴⟋𝑥𝐴)) = deg ℓ(𝐴/𝑥𝐴⟋(𝔪/𝑥𝐴)𝑛) = deg ℓ((𝔪𝑛 + 𝑥𝐴)⟋𝑥𝐴)

We want to show that

deg ℓ((𝔪𝑛 + 𝑥𝐴)⟋𝑥𝐴) ≤ deg ℓ(𝐴⟋𝔪𝑛) − 1

We have the short exact sequence

0 (𝔪𝑛 + 𝑥𝐴)⟋𝔪𝑛 𝐴⟋𝔪𝑛 𝐴⟋(𝔪𝑛 + 𝑥𝐴) 0

By the second isomorphism theorem,

(𝔪𝑛 + 𝑥𝐴)⟋𝔪𝑛 ≅ 𝑥𝐴⟋(𝔪𝑛 ∩ 𝑥𝐴)

Thus, by additivity of length,

ℓ(𝐴⟋𝔪𝑛 + 𝑥𝐴) = ℓ(𝐴⟋𝔪𝑛) − ℓ(𝑥𝐴⟋(𝔪𝑛 ∩ 𝑥𝐴))

Note that (𝔪𝑛)𝑛≥0 is a stable𝔪-filtration of 𝐴, so (𝔪𝑛∩𝑥𝐴)𝑛≥0 is a stable𝔪-filtration of the
submodule𝑥𝐴 by theArtin–Rees lemma. Then (𝔪𝑛∩𝑥𝐴)𝑛≥0 is equivalent to the𝔪-filtration
(𝔪𝑛𝑥𝐴)𝑛≥0. This equivalence implies that there exists 𝑛0 such that

ℓ(𝑥𝐴⟋(𝔪𝑛𝑥𝐴)) ≤ ℓ(𝑥𝐴⟋(𝔪𝑛+𝑛0 ∩ 𝑥𝐴)); ℓ(𝑥𝐴⟋(𝔪𝑛 ∩ 𝑥𝐴)) ≤ ℓ(𝑥𝐴⟋(𝔪𝑛+𝑛0𝑥𝐴))

Hence the polynomials have the same leading term, and so the degree of ℓ(𝐴⟋𝔪𝑛) must
decrease.

Proposition. 𝑑(𝐺𝔪(𝐴)) ≥ dim𝐴.

Proof. We can prove this by induction using the previous proposition.

Proposition. dim𝐴 ≤ 𝛿(𝐴). That is, there exists an𝔪-primary ideal 𝔮 that is generated by
𝑑 = dim𝐴 elements.

Proof. As𝔪 is the unique maximal ideal, we must have ht(𝔪) = 𝑑. Also, ht(𝔭) < 𝑑 for any
prime 𝔭 ≠ 𝔪. We will form an ideal 𝔮 generated by 𝑑 elements such that ht(𝔮) ≥ 𝑑. This
suffices, as then for every minimal prime ideal 𝔭 of 𝔮, we must have ht(𝔭) = 𝑑 and thus
𝔭 = 𝔪, giving√𝔮 = 𝔪 so 𝔭 is𝔪-primary as required.
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Construct 𝑥1,… , 𝑥𝑑 inductively such that ht(𝔮𝑖) ≥ 𝑖 where 𝔮𝑖 = (𝑥1,… , 𝑥𝑖). For the base
case, we take 𝔮0 = (0). For the inductive step, we assume that 𝔮𝑖−1 = (𝑥1,… , 𝑥𝑖−1) has
already been constructed, with 𝑖 − 1 < 𝑑 and ht(𝔮𝑖−1) ≥ 𝑖 − 1. We claim that there are only
finitely many prime ideals 𝔭1,… , 𝔭𝑡 that contain 𝔮𝑖−1 and have height exactly 𝑖 − 1. Indeed,
ht(𝔮𝑖−1) ≥ 𝑖 − 1, so each 𝔭𝑗 is a minimal prime ideal of 𝔮𝑖−1, and in a Noetherian ring, every
ideal has only finitely many minimal primes. We know that 𝑖 − 1 < 𝑑 = ht(𝔪), so𝔪 ⊈ 𝔭𝑗
for all 𝑗. Therefore, 𝔪 ⊈ ⋃𝑗 𝔭𝑗 by the prime avoidance lemma. Take 𝑥𝑖 ∈ 𝔪 ∖ ⋃𝑗 𝔭𝑗 , and
define 𝔮𝑖 = (𝑥1,… , 𝑥𝑖−1, 𝑥𝑖). Now, if 𝔭 is a prime ideal that contains 𝔮𝑖, as 𝔭 ∉ {𝔭1,… , 𝔭𝑡},
we must have ht(𝑝) ≥ 𝑖 as required.

Corollary (Krull’s height theorem). Let 𝐴 be a Noetherian ring, and let 𝔞 = (𝑥1,… , 𝑥𝑟) be
an ideal of 𝐴. Let 𝔭 be a minimal prime ideal of 𝔞. Then ht(𝔭) ≤ 𝑟.

Proof. First, we claim that√𝔞𝐴𝔭 is the unique maximal ideal 𝔭𝐴𝔭 of the localisation. In-
deed, suppose 𝔞𝐴𝔭 ⊆ 𝔫 ∈ Spec𝐴𝔭. Contracting, we obtain 𝔞 ⊆ (𝔞𝐴𝔭)𝑐 ⊆ 𝔫𝑐 ⊆ 𝔭. But as 𝔭 is
a minimal prime ideal of 𝔞, we must have 𝔫𝑐 = 𝔭. Extending, 𝔫𝑐𝑒 = 𝔭𝑒 = 𝔭𝐴𝔭, but 𝔫𝑐𝑒 = 𝔫
as required. Hence,√𝔞𝐴𝔭 is the intersection of the primes containing it, which is just 𝔭𝐴𝔭.

As the radical is maximal, the ideal 𝔞𝐴𝔭 is 𝔭𝐴𝔭-primary. Note that 𝔞𝐴𝔭 = (𝑥1
1
,… , 𝑥𝑟

1
), so by

applying the dimension theorem,

ht(𝔭) = dim𝐴𝔭 = 𝛿(𝐴𝔭) ≤ 𝛿(𝔞𝐴𝔭) ≤ 𝑟
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III. Algebraic Geometry

1. Introduction
1.1. Course description
The course consists of four parts.

(i) The theory of sheaves on topological spaces.

(ii) The definitions of schemes and morphisms between them.

(iii) Properties of schemes, such as the algebraic geometry analogues of compactness and
other similar properties.

(iv) Rapid introduction to the cohomology of sheaves.

1.2. Motivation frommoduli theory
In moduli theory, we study families of varieties instead of one at a time. In the extreme, we
study all varieties of a given ‘type’ simultaneously. For now, let

ℙ𝑛 = ℙ𝑛ℂ = ℂ𝑛+1 ∖ {0}⟋∼

where x ∼ 𝜆x for nonzero 𝜆, x. A variety is the vanishing locus 𝕍(𝑆) of a set 𝑆 of homogen-
eous polynomials in 𝑛 + 1 variables. These are subsets of ℙ𝑛. We present some examples of
moduli.

Example. The set of all lines in ℙ2. A line in ℙ2 is given by

{𝑎𝑋0 + 𝑏𝑋1 + 𝑐𝑋2 = 0}

where not all of 𝑎, 𝑏, 𝑐 are zero. The set of all lines in ℙ2 are given by triples (𝑎, 𝑏, 𝑐). Note
that (𝜆𝑎, 𝜆𝑏, 𝜆𝑐) gives the same line as (𝑎, 𝑏, 𝑐), so really lines in ℙ2 correspond exactly to
points in ℙ2. We call the set of all lines in ℙ2 the dual space ℙ2dual. This property is known as
projective duality.

The same logic applies to the set of degree 𝑑 hypersurfaces in ℙ𝑛; this space corresponds
directly to

ℙ(
𝑛+𝑑
𝑑 )−1

There is an unfortunate consequence of this method of study. Some polynomials are of the
form 𝑓 = 𝑓21 𝑓2 for some non-constant 𝑓1, but then 𝕍(𝑓) = 𝕍(𝑓1𝑓2). For example, (𝑋0 + 𝑋1 +
𝑋2)2 ⊆ ℙ2 is a line not a conic. In particular, the limit of a sequence of conics may not be a
conic. The solution is to take the set

𝑈𝑑 ⊆ ℙ(
𝑛+𝑑
𝑑 )−1

in which [𝑓] ∈ 𝑈𝑑 has no repeated factors. But then, 𝑈𝑑 is ‘not compact’, as some points
have been removed.
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We will now describe the impact of scheme theory on this situation. Fix some ℙ𝑛, and we
will produce a ‘space’

Var(ℙ𝑛) ⊊ Hilb(ℙ𝑛)
The set Var(ℙ𝑛) bijects onto the set of varieties of ℙ𝑛. The set Hilb(ℙ𝑛) bijects onto the set of
subschemes ofℙ𝑛, and is compact in the Euclidean topology. In particular, limits of varieties
need not be varieties, but limits of schemes are always schemes. One consequence is that in
scheme theory,

𝕍(𝑋0 + 𝑋1 + 𝑋2), 𝕍((𝑋0 + 𝑋1 + 𝑋2)2)
are not isomorphic as schemes in ℙ2.

1.3. Motivation from theWeil conjectures
Fix some homogeneous polynomial 𝑓 ∈ ℤ[𝑋0,… , 𝑋𝑛+1]. First, consider

𝑋 = 𝕍(𝑓) ⊆ ℙ𝑛+1ℂ

and assume that 𝑋 is smooth. As 𝑋 is a compact topological space, we can find its Betti
numbers 𝑏0(𝑋),… , 𝑏2𝑛(𝑋), where

𝑏𝑖(𝑋) = rank𝐻𝑖(𝑋; ℤ)

In particular, we can find its Euler characteristic.

𝜒(𝑋) = ∑(−1)𝑖𝑏𝑖(𝑋)

Second, fix a prime 𝑝 and let 𝑁𝑚 be the number of solutions of 𝑓 over 𝔽𝑝𝑚 . Define the Weil
zeta function

𝜁(𝑋; 𝑡) = exp(∑
𝑚

𝑁𝑚
𝑚 ⋅ 𝑡𝑚)

One of the Weil conjectures states the following.

Theorem (Grothendieck). (i) 𝜁(𝑋; 𝑡) is a rational function in 𝑡, so

𝜁(𝑋; 𝑡) = 𝑃𝑋(𝑡)
𝑄𝑋(𝑡)

(ii) Further, 𝜁(𝑋; 𝑡) can be written as a ratio of the form

𝑃0(𝑡)𝑃2(𝑡)…𝑃2𝑛(𝑡)
𝑃1(𝑡)𝑃3(𝑡)…𝑃2𝑛−1(𝑡)

where
deg𝑃𝑖(𝑡) = 𝑏𝑖(𝑋)

The proof relies fundamentally on scheme theory: we need a space 𝒳 that interpolates
between the algebraic closure 𝔽𝑝 and ℂ.
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1.4. Summary of classical algebraic geometry

Let 𝑘 = 𝑘 be an algebraically closed field. The notation 𝔸𝑛𝑘 = 𝔸𝑛 denotes affine space of
dimension 𝑛 over the field 𝑘. As a set, this is equal to 𝑘𝑛. An affine variety is a subset 𝑉 ⊆ 𝔸𝑛
of the form

𝑉 = 𝕍(𝑆) = {𝑥 ∈ 𝔸𝑛 ∣ ∀𝑓 ∈ 𝑆, 𝑓(𝑥) = 0}

where 𝑆 ⊆ 𝑘[𝑋1,… , 𝑋𝑛]. Note that 𝕍(𝑆) = 𝕍(𝐼(𝑆)), where 𝐼(𝑆) is the ideal generated by
𝑆. By Hilbert’s basis theorem, or equivalently the fact that 𝑘[X] is Noetherian, 𝕍(𝑆) is the
vanishing locus of a finite set (even a finite subset of 𝑆). In fact, 𝕍(𝐼) = 𝕍(√𝐼) where

√𝐼 = {𝑓 ∈ 𝑘[X] ∣ ∃𝑛 > 0, 𝑓𝑛 ∈ 𝐼}

Note that√𝐼 is an ideal, and is called the radical ideal of 𝐼. For example, in 𝑘[𝑋], if 𝐼 = (𝑋2)
then √𝐼 = (𝑋). Notice that an affine variety is a subset of 𝔸𝑛 for some 𝑛, so we have really
defined varieties with a chosen 𝑛; we have not defined an abstract variety.

Amorphism between varieties 𝑉 ⊆ 𝔸𝑛 and𝑊 ⊆ 𝔸𝑚 is a set-theoretic map 𝜑 ∶ 𝑉 → 𝑊 such
that if 𝜑(𝑓1,… , 𝑓𝑚), each 𝑓𝑖 is the restriction of a polynomial in {𝑋1,… , 𝑋𝑛} to 𝑉 . Note that
the polynomials 𝑓𝑖 are not part of the definition; a given set-theoretic map may be represen-
ted by multiple polynomials. This indicates that the ambient spaces 𝔸𝑛, 𝔸𝑚 are not relevant
to this definition. Isomorphisms are those morphisms with two-sided inverses.

The basic correspondence of the theory of algebraic varieties is

{affine varieties over 𝑘}
isomorphism ↔ {finitely generated 𝑘-algebras without nilpotent elements}

We explain each direction of the correspondence. Given a variety 𝑉 representing an iso-
morphism class of affine varieties over 𝑘, we can write 𝑉 as the vanishing locus of some
radical ideal 𝐼 ⊆ 𝑘[𝑋1,… , 𝑋𝑛]. We can then produce the finitely generated 𝑘-algebra given
by the quotient

𝑘[𝑋1,… , 𝑋𝑛]⟋𝐼
This is nilpotent-free as 𝐼 is radical. In reverse, if 𝐴 is a finitely generated nilpotent-free
𝑘-algebra, then by definition we can write 𝐴 as

𝑘[𝑌1,… , 𝑌𝑚]⟋𝐽

where 𝐽 is radical, or at least up to isomorphism. Then we can produce the affine variety
𝑉 = 𝕍(𝐽). One must show that the choices we made in the above explanation do not mat-
ter.

Note that, for example, 𝑘[𝑋]⟋(𝑋2) has a nilpotent element𝑋 . The theory of schemes explains
the relevance of these nilpotent elements, but the theory of varieties ‘ignores’ nilpotent ele-
ments.
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The algebra associated to 𝑉 is classically denoted 𝑘[𝑉], and is called the coordinate ring
of 𝑉 . There is a bijection between morphisms 𝑉 → 𝑊 and 𝑘-algebra homomorphisms
𝑘[𝑊] → 𝑘[𝑉]. In category theoretic terminology, the category whose objects are affine
varieties up to isomorphism is equivalent to the category of finitely generated 𝑘-algebras up
to isomorphism.

Let 𝑉 = 𝕍(𝐼) ⊆ 𝔸𝑛 be a variety with coordinate ring 𝑘[𝑉]. The Zariski topology on 𝑉 is
defined such that the closed sets are exactly those sets of the form𝕍(𝑆)where 𝑆 ⊆ 𝑘[𝑉]. One
can show that this really induces a topology. If 𝑉 ≅ 𝑊 , then 𝑉 and𝑊 are homeomorphic
as topological spaces.

Let 𝑉 be a variety and 𝑘[𝑉] be its coordinate ring. For all points 𝑃 ∈ 𝑉 , we can produce a
homomorphism ev𝑃 ∶ 𝑘[𝑉] → 𝑘mapping 𝑓 to 𝑓(𝑃); one can check that this is well-defined.
Note that ev𝑃 is surjective by considering the constant functions. Thus the kernel of ev𝑃 is
a maximal ideal𝔪𝑃. We thus obtain

{points of 𝑉} → {maximal ideals in 𝑘[𝑉]}

Hilbert’s Nullstellensatz states, among other things, that this is a bijection.

1.5. Limitations of classical algebraic geometry
The description of varieties given above always retains information about its ambient affine
space, so we cannot define an abstract variety. Similarly to manifolds which locally look like
vector spaces, wewant to consider ‘spaces’ that locally look like affine varieties. For example,
projective space does not live inside an affine space.

Let 𝐼 = (𝑋2 + 𝑌 2 + 1) ⊆ ℝ[𝑋, 𝑌]. Observe that 𝕍(𝐼) is empty in ℝ2, but 𝐼 is prime and
hence radical. Hence the Nullstellensatz fails in this case. It is then natural to ask on which
topological space ℝ[𝑋, 𝑌]⟋(𝑋2 + 𝑌 2 + 1) is naturally the set of functions. Similar questions
can be asked about ℤ or ℤ[𝑋], for example.
Consider𝐶 = 𝕍(𝑌−𝑋2) ⊆ 𝔸2𝑘 and𝐷 = 𝕍(𝑌). Then𝐶∩𝐷 = 𝕍(𝑋2, 𝑌) = 𝕍(𝑋, 𝑌) = {(0, 0)}. If
𝐷𝛿 = 𝕍(𝑌+𝛿) for 𝛿 ∈ 𝑘,𝐶∩𝐷𝛿 is two points unless 𝛿 = 0. This breaks a continuity property.
Therefore, the intersection of two affine varieties is not naturally an affine variety.

1.6. Spectrum of a ring
Let 𝐴 be a commutative unital ring.

Definition. The Zariski spectrum of 𝐴 is Spec𝐴 = {𝔭 ⊴ 𝐴 prime}.
Remark. Given a ring homomorphism 𝜑 ∶ 𝐴 → 𝐵, we have an induced map of sets 𝜑−1 ∶
Spec𝐵 → Spec𝐴 given by 𝔮 ↦ 𝜑−1(𝔮), as the preimage of a prime ideal is always prime.
Note, however, that this property would fail if we only considered maximal ideals, because
the preimage of a maximal ideal need not be maximal.
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III. Algebraic Geometry

Given 𝑓 ∈ 𝐴 and a point 𝔭 ∈ Spec𝐴, we have an induced 𝑓 ∈ 𝐴⟋𝔭 obtained by taking the
quotient. We can think of this operation as ‘evaluating’ an 𝑓 ∈ 𝐴 at a point 𝔭 ∈ Spec𝐴, with
the caveat that the codomain of this evaluation depends on 𝔭.

Example. (i) Let𝐴 = ℤ. Then Spec𝐴 = Specℤ is the set {(𝑝) ∣ 𝑝 prime}∪{(0)}. Consider
an element ofℤ, say, 132. Given a prime𝑝, we can ‘evaluate it at𝑝’, giving 132mod 𝑝 ∈
ℤ⟋𝑝ℤ. Thus Specℤ is a space, 132 is a function on Specℤ, and 132mod 𝑝 is the value
of this function at 𝑝.

(ii) Let𝐴 = ℝ[𝑋]. Then Spec𝐴 is naturallyℂmodulo complex conjugation, together with
the zero ideal.

(iii) If 𝐴 = ℂ[𝑋], then Spec𝐴 is naturally ℂ, together with the zero ideal.

Definition. Let 𝑓 ∈ 𝐴. Then we define

𝕍(𝑓) = {𝔭 ∈ Spec𝐴 ∣ 𝑓 = 0mod 𝔭, or equivalently, 𝑓 ∈ 𝔭} ⊆ Spec𝐴

Similarly, for 𝐽 ⊴ 𝐴 an ideal,

𝕍(𝐽) = {𝔭 ∈ Spec𝐴 ∣ ∀𝑓 ∈ 𝐽, 𝑓 ∈ 𝔭} = {𝔭 ∈ Spec𝐴 ∣ 𝐽 ⊆ 𝔭}

Proposition. The sets 𝕍(𝐽) ⊆ Spec𝐴 ranging over all ideals 𝐽 ⊴ 𝐴 form the closed sets of a
topology.

This topology is called the Zariski topology on 𝐴.

Proof. We have ∅ = 𝕍(1) and Spec𝐴 = 𝕍(0), so they are closed. Note that

𝕍(∑
𝛼
𝐼𝛼) =⋂

𝛼
𝕍(𝐼𝛼)

It remains to show 𝕍(𝐼1) ∪ 𝕍(𝐼2) = 𝕍(𝐼1 ∩ 𝐼2). The containment 𝕍(𝐼1) ∪ 𝕍(𝐼2) ⊆ 𝕍(𝐼1 ∩ 𝐼2) is
clear. Conversely, note 𝐼1𝐼2 ⊆ 𝐼1 ∩ 𝐼2. If 𝐼1 ∩ 𝐼2 ⊆ 𝔭, then by primality of 𝔭, either 𝐼1 ⊆ 𝔭 or
𝐼2 ⊆ 𝔭.

Example. Consider Specℂ[𝑥, 𝑦]. The point (0) ∈ Specℂ[𝑥, 𝑦] is dense in the Zariski topo-
logy, so {(0)} = Specℂ[𝑥, 𝑦]. This is because all prime ideals in integral domains contain the
zero ideal. (0) is sometimes called the generic point.

Consider the prime ideal (𝑦2 − 𝑥3), and consider a maximal ideal 𝔪𝑎,𝑏 = (𝑥 − 𝑎, 𝑦 − 𝑏)
corresponding to the point (𝑎, 𝑏). Then one can show that

𝔪𝑎,𝑏 ∈ {(𝑦2 − 𝑥3)} ⟺ 𝑏2 = 𝑎3

In general, points are not closed.
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1.7. Distinguished opens and localisation
Definition. Let 𝑓 ∈ 𝐴. Define the distinguished open corresponding to 𝑓 to be

𝑈𝑓 = Spec𝐴 ∖ 𝕍(𝑓)

Example. (i) Let𝐴 = ℂ[𝑥], and recall that Spec𝐴 isℂ∪{(0)}, where the complex number
𝑎 represents the maximal ideal (𝑥 − 𝑎). Let 𝑓 = 𝑥 and consider

𝕍(𝑥) = {𝔭 ∣ 𝑥 ∈ 𝔭} = {(𝑥)}

Hence 𝑈𝑥 = Spec𝐴 ∖ {(𝑥)}, which is Spec𝐴 without the complex number 0.

(ii) More generally, suppose we fix 𝑎1,… , 𝑎𝑟 ∈ ℂ. Then

𝑈 = Spec𝐴 ∖ {(𝑥 − 𝑎𝑖)}
𝑟
𝑖=1 = 𝑈𝑓; 𝑓 =

𝑟
∏
𝑖=1

(𝑥 − 𝑎𝑖)

Lemma. The distinguished opens 𝑈𝑓, taken over all 𝑓 ∈ 𝐴, form a basis for the Zariski
topology on Spec𝐴; that is, every open set in Spec𝐴 is a union of some collection of the 𝑈𝑓.

Proof. Let 𝑈 = Spec𝐴 ∖ 𝕍(𝐽) be an open set. Then

𝕍(𝐽) = 𝕍(∑
𝑓∈𝐽

(𝑓)) = ⋂
𝑓∈𝐽

𝕍(𝑓)

So
𝑈 = ⋃

𝑓∈𝐽
𝑈𝑓

Definition. Let 𝑓 ∈ 𝐴. The localisation of 𝐴 at 𝑓 is

𝐴𝑓 = 𝐴[𝑥]⟋(𝑥𝑓 − 1)

Informally, we adjoin 1
𝑓
to 𝐴.

Lemma. The distinguished open 𝑈𝑓 ⊆ Spec𝐴 is naturally homeomorphic to Spec𝐴𝑓 via
the ring homomorphism 𝑗 ∶ 𝐴 → 𝐴𝑓.

Proof. We will exhibit a bijection between the prime ideals in 𝐴𝑓 and the prime ideals in 𝐴
that do not contain 𝑓, producing a homeomorphism as required. Given 𝔮 ⊆ 𝐴𝑓 prime, its
contraction 𝑗−1(𝔮) is a prime ideal in 𝐴.

169
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Now suppose 𝔭 ⊆ 𝐴 is a prime ideal, and let 𝔭𝑓 = 𝑗(𝔭) ⋅𝐴𝑓. We show that 𝑗(𝔭) ⋅𝐴𝑓 is a prime
ideal if and only if 𝑓 ∉ 𝔭, giving the result. If 𝑓 ∈ 𝔭, then the unit 𝑓 lies in 𝔭𝑓. Thus 𝔭𝑓 = (1),
so is not prime. If 𝑓 ∉ 𝔭, observe that

𝐴𝑓⟋𝔭𝑓 ≅ (𝐴⟋𝔭)𝑓; 𝑓 = 𝑓 + 𝔭

But then,
(𝐴⟋𝔭)𝑓 ⊆ 𝐹𝐹(𝐴⟋𝔭)

Since 𝔭 is prime, 𝐴⟋𝔭 is an integral domain, so its fraction field is well-defined. So 𝔭𝑓 is
a prime ideal. One can then check that our two constructions are inverse to each other,
providing a bijection between prime ideals as required.

Remark. (i) 𝑈𝑓 ∩ 𝑈𝑔 = 𝑈𝑓𝑔. Indeed, if 𝔭 ∈ 𝑈𝑓𝑔, then 𝑓𝑔 ∉ 𝔭, so clearly neither 𝑓 nor 𝑔
can lie in 𝔭; conversely, if 𝔭 ∈ 𝑈𝑓 ∩ 𝑈𝑔, then 𝑓 ∉ 𝔭 and 𝑔 ∉ 𝔭, so by primality, 𝑓𝑔 ∉ 𝔭.

(ii) The distinguished opens 𝑈𝑓 do not uniquely define an element 𝑓 ∈ 𝐴. For instance,
one can easily show that 𝑈𝑓𝑛 = 𝑈𝑓 for all 𝑛 ≥ 1, using the properties of prime ideals.

(iii) In line with (ii), the localisations 𝐴𝑓 and 𝐴𝑓𝑛 are homeomorphic in a natural way. If

𝐴𝑓 = 𝐴[𝑥]⟋(𝑥𝑓 − 1); 𝐴𝑓𝑛 = 𝐴[𝑦]⟋(𝑦𝑓𝑛 − 1)
then consider the inverse 𝐴-algebra homomorphisms given by

𝑥 ↦ 𝑓𝑛−1𝑦; 𝑦 ↦ 𝑥𝑛

Informally, we map 1
𝑓
to 𝑓𝑛−1 1

𝑓𝑛
, and 1

𝑓𝑛
to ( 1

𝑓
)
𝑛
.

(iv) The containment 𝑈𝑓 ⊆ 𝑈𝑔 holds if and only if 𝑓𝑛 is a multiple of 𝑔 for some 𝑛 ≥ 1.
First, if 𝑓𝑛 is a multiple of 𝑔, then the claim holds by (i). Now suppose 𝑈𝑓 ⊆ 𝑈𝑔, so
𝕍(𝑓) ⊇ 𝕍(𝑔). Hence, all prime ideals that contain 𝑔 also contain 𝑓. But since

√𝐼 = ⋂
𝔭 prime⊇𝐼

𝔭

we must have
√(𝑓) ⊇ √(𝑔)

giving the result.

Remark. For a fixed ring 𝐴, we have made an assignment

{distinguished opens in Spec𝐴} → Rng

given by 𝑈𝑓 ↦ 𝐴𝑓, where Rng denotes the class of rings. This association is functorial: if
𝑈𝑓1 ⊆ 𝑈𝑓2 , there is a natural map 𝐴𝑓2 → 𝐴𝑓1 , which should be viewed as the restriction
map from functions defined on 𝑈𝑓2 to those defined on 𝑓1. This produces a sheaf ; we now
explore these in more generality.
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2. Sheaves
2.1. Presheaves
Definition. Let𝑋 be a topological space. Let Open𝑋 be the set of open sets on𝑋 , andAbGp
be the class of abelian groups. A presheaf ℱ on 𝑋 of abelian groups is an association

Open𝑋 → AbGp

and for open sets 𝑈 ⊆ 𝑉 , a restriction map

res𝑉𝑈 ∶ ℱ(𝑉) → ℱ(𝑈)

such that
res𝑈𝑈 = id; res𝑉𝑈 ∘ res𝑊𝑉 = res𝑊𝑈

Example. For any topological space 𝑋 , the presheaf of real-valued continuous functions on
𝑋 is defined by

ℱ(𝑈) = {𝑓 ∶ 𝑈 → ℝ ∣ 𝑓 continuous}
and

res𝑉𝑈(𝑓) = 𝑓|||𝑈

One can also define presheaves of rings, sets, or other objects by simply replacing the words
‘abelian groups’ in the definition.

Definition. A morphism 𝜑 of presheaves ℱ, 𝒢 on 𝑋 is, for each open set 𝑈 in 𝑋 , a homo-
morphism

𝜑(𝑈) ∶ ℱ(𝑈) → 𝒢(𝑈)
such that

ℱ𝑈 ℱ𝑉

𝒢𝑈 𝒢𝑉

res𝑉𝑈

𝜑(𝑉)𝜑(𝑈)

res𝑉𝑈

commutes.

Remark. A presheaf on a topological space 𝑋 is just a functor (Open𝑋)op → AbGp, where
AbGp is the category of abelian groups, and Open𝑋 is the category where the objects are
the open sets in 𝑋 , and there is a morphism 𝑈 → 𝑉 if and only if 𝑈 ⊆ 𝑉 . A morphism
of presheaves is just a natural transformation between two such functors. Replacing AbGp
with an arbitrary category 𝒞, we can define presheaves on 𝑋 of objects in 𝒞.
Definition. A morphism 𝜑 ∶ ℱ → 𝒢 of presheaves is injective (respectively surjective) if
𝜑(𝑈) ∶ ℱ(𝑈) → 𝒢(𝑈) is injective (respectively surjective) for all open sets 𝑈 of 𝑋 .
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2.2. Sheaves
Definition. A sheaf on 𝑋 is a presheaf ℱ on 𝑋 such that

(i) if 𝑈 ⊆ 𝑋 is open and {𝑈 𝑖} is an open cover of 𝑈 , then for 𝑠 ∈ ℱ(𝑈), if res𝑈𝑈𝑖
𝑠 = 0 for

all 𝑖, then 𝑠 = 0; and

(ii) if 𝑈, {𝑈 𝑖} are as in (i), given 𝑠𝑖 ∈ ℱ(𝑈 𝑖) such that res
𝑈𝑖
𝑈𝑖∩𝑈𝑗

𝑠𝑖 = res𝑈𝑗
𝑈𝑖∩𝑈𝑗

𝑠𝑗 for all 𝑖, 𝑗,
then there exists 𝑠 ∈ ℱ(𝑈) such that res𝑈𝑈𝑖

𝑠 = 𝑠𝑖.

Remark. These two axioms imply that ℱ(∅) = 0.

A morphism of sheaves is a morphism of the underlying presheaves.

Example. (i) Let 𝑋 be a topological space. Then the presheaf ℱ given by

ℱ(𝑈) = {𝑓 ∶ 𝑈 → ℝ ∣ 𝑓 continuous}

is a sheaf.

(ii) Let 𝑋 = ℂ with the usual Euclidean topology, and let

ℱ(𝑈) = {𝑓 ∶ 𝑈 → ℂ ∣ 𝑓 bounded and holomorphic}

Then ℱ is not a sheaf, because the functions id𝑈 on bounded open sets 𝑈 do not glue
together to a bounded holomorphic function on all of ℂ. This is a failure of locality in
our definition of ℱ; whether 𝑓 is bounded is a global condition.

(iii) Let𝐺 be a group and setℱ(𝑈) = 𝐺, giving the constant presheaf. This is not in general
a sheaf. For example, if 𝑈1, 𝑈2 are disjoint, then ℱ(𝑈1 ∪𝑈2) ≃ 𝐺 ×𝐺. Instead, we can
give 𝐺 the discrete topology, and define

ℱ(𝑈) = {𝑓 ∶ 𝑈 → 𝐺 ∣ 𝑓 continuous} = {𝑓 ∶ 𝑈 → 𝐺 ∣ 𝑓 locally constant}

This is now a sheaf, called the constant sheaf.

(iv) Let 𝑉 be an irreducible variety over 𝑘. Let

𝒪𝑉 (𝑈) = {𝑓 ∈ 𝑘(𝑉) ∣ ∀𝑝 ∈ 𝑈, 𝑓 regular at 𝑝}

where a function 𝑓 is regular at 𝑝 precisely if it can be represented as a quotient 𝑔
ℎ
in

a neighbourhood of 𝑝 on which ℎ is nonzero. This is called the structure sheaf of 𝑉 ; it
is a sheaf since regularity is a local condition.

2.3. Stalks
Definition. Let ℱ be a presheaf. A section of ℱ over 𝑈 is an element 𝑠 ∈ ℱ(𝑈).
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Definition. Let 𝑝 ∈ 𝑋 , and ℱ a presheaf on 𝑋 . Then the stalk of ℱ at 𝑝 is

ℱ𝑝 = {(𝑈, 𝑠) ∣ 𝑠 ∈ ℱ(𝑈), 𝑝 ∈ 𝑈}⟋∼
where

(𝑈, 𝑠) ∼ (𝑉, 𝑠′) ⟺ ∃𝑊 ⊆ 𝑈 ∩ 𝑉 open with 𝑝 ∈ 𝑊 such that res𝑈𝑊 𝑠 = res𝑉𝑊 𝑠′

Elements of ℱ𝑝 are called germs.
Example. Let 𝔸1 be the affine line, and let 𝒪𝔸1 be the sheaf of regular functions. Its stalk
at 0 is

𝒪𝔸1,0 = {𝑓(𝑡)𝑔(𝑡)
||| 𝑔(0) ≠ 0} = 𝑘[𝑡](𝑡)

Proposition. Let 𝑓 ∶ ℱ → 𝒢 be a morphism of sheaves on 𝑋 . Suppose that for all 𝑝 ∈ 𝑋 ,
the induced map 𝑓𝑝 ∶ ℱ𝑝 → 𝒢𝑝 given by

𝑓𝑝((𝑈, 𝑠)) = (𝑈, 𝑓𝑈(𝑠))
is an isomorphism. Then 𝑓 is an isomorphism.

Proof. We will show that 𝑓𝑈 ∶ ℱ(𝑈) → 𝒢(𝑈) are isomorphisms for each 𝑈 , then define 𝑓−1
by (𝑓−1)𝑈 = (𝑓𝑈)−1.
To show 𝑓𝑈 is injective, consider 𝑠 ∈ ℱ(𝑈)with 𝑓𝑈(𝑠) = 0. Since 𝑓𝑝 is injective, (𝑈, 𝑠) = 0 in
ℱ𝑝 for every point 𝑝 ∈ 𝑈 . Thus for each 𝑝 ∈ 𝑈 , there exists an open neighbourhood𝑈𝑝 ⊆ 𝑈
such that res𝑈𝑈𝑝

𝑠 = 0. The sets {𝑈𝑝 ∣ 𝑝 ∈ 𝑈} cover 𝑈 , so as ℱ is a sheaf, 𝑠 = 0.

To show 𝑓𝑈 is surjective, let 𝑡 ∈ 𝒢(𝑈). For each 𝑝 ∈ 𝑈 , there is an element (𝑈𝑝, 𝑠𝑝) ∈ ℱ𝑝
such that 𝑓𝑝((𝑈𝑝, 𝑠𝑝)) = (𝑈, 𝑡) ∈ 𝒢𝑝. By shrinking 𝑈𝑝 if necessary, we can assume 𝑓𝑈𝑝(𝑠𝑝) =
res𝑈𝑈𝑝

𝑡. For points 𝑝, 𝑝′ ∈ 𝑈 ,

𝑓𝑈𝑝∩𝑈𝑝′
(res𝑈𝑝

𝑈𝑝∩𝑈𝑝′
𝑠 − res

𝑈𝑝′
𝑈𝑝∩𝑈𝑝′

𝑠′) = res𝑈𝑈𝑝∩𝑈𝑝′
𝑡 − res𝑈𝑈𝑝∩𝑈𝑝′

𝑡 = 0

Thus
res𝑈𝑝

𝑈𝑝∩𝑈𝑝′
𝑠 − res

𝑈𝑝′
𝑈𝑝∩𝑈𝑝′

𝑠′ = 0

by injectivity of 𝑓𝑈𝑝∩𝑈𝑝′
. So there exists a section 𝑠 of ℱ over 𝑈 such that res𝑈𝑈𝑝

𝑠 = 𝑠𝑝. We
now show 𝑓𝑈(𝑠) = 𝑡. Consider

res𝑈𝑈𝑝
𝑓𝑈(𝑠) = 𝑓𝑈𝑝(res𝑈𝑈𝑝

𝑠) = 𝑓𝑈𝑝(𝑠𝑝) = res𝑈𝑈𝑝
𝑡

Thus 𝑓𝑈(𝑠) = 𝑡.

Remark. (i) Consider the map ℱ(𝑈) → ∏𝑝∈𝑈 ℱ𝑝 given by 𝑠 ↦ ((𝑈, 𝑠))𝑝∈𝑈 . This is in-
jective by the first sheaf axiom.

(ii) Given two morphisms of sheaves 𝜑, 𝜓 ∶ ℱ ⇉ 𝒢 with 𝜑𝑝 = 𝜓𝑝 for all 𝑝 ∈ 𝑋 , we have
𝜑 = 𝜓.
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III. Algebraic Geometry

2.4. Sheafification
Definition. Let ℱ be a presheaf on 𝑋 . Then a morphism sh ∶ ℱ → ℱsh to a sheaf ℱsh is a
sheafification if for any map 𝜑 ∶ ℱ → 𝒢 where 𝒢 is a sheaf, 𝜑 factors uniquely through sh.

ℱ ℱsh

𝒢

sh

𝜑

Remark. (i) As this is a definition by a universal property, ℱsh along with the map sh ∶
ℱ → ℱsh are unique up to unique isomorphism if they exist.

(ii) A morphism of presheaves ℱ → 𝒢 induces a morphism of sheaves ℱsh → 𝒢sh.

ℱ ℱsh

𝒢 𝒢sh

sh

𝜑

sh

Proposition. Every presheaf admits a sheafification.

Corollary. The stalks of ℱ and ℱsh coincide.

Proof. Suppose (𝑈, 𝑓) is a germ of ℱsh at 𝑝 ∈ 𝑋 . Then 𝑓(𝑝) ∈ ℱ𝑝 is a germ of ℱ at 𝑝. If
(𝑈, 𝑠) ∈ ℱ𝑝, we can produce the germ (𝑈, (𝑈, 𝑠)𝑝∈𝑈) of ℱsh at 𝑝 ∈ 𝑋 . These are inverse
operations, and hence give a bijection of stalks.

2.5. Kernels and cokernels
Let𝜑 ∶ ℱ → 𝒢 be amorphismof presheaves. Thenwe candefine presheaves ker𝜑, coker𝜑, im𝜑
by

(ker𝜑)(𝑈) = ker𝜑𝑈
(coker𝜑)(𝑈) = coker𝜑𝑈
(im𝜑)(𝑈) = im𝜑𝑈

One can check that these are indeed presheaves.

Proposition. The presheaf kernel for a morphism of sheaves is a sheaf.

Proof. Let 𝜑 ∶ ℱ → 𝒢 be a morphism of sheaves, let 𝑈 ⊆ 𝑋 be open, and let {𝑈 𝑖}𝑖∈𝐼 be an
open cover of 𝑈 . Let 𝑓 ∈ (ker𝜑)(𝑈) be such that res𝑈𝑈𝑖

𝑓 = 0 for each 𝑓. Then as 𝑓 ∈ ℱ(𝑈),
we can use the fact that ℱ is a sheaf to conclude 𝑓 = 0.
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Now suppose 𝑓𝑖 ∈ (ker𝜑)(𝑈 𝑖) agree on their intersections. Then they can be glued as ele-
ments of ℱ(𝑈 𝑖) into 𝑓 ∈ ℱ(𝑈). As 𝜑𝑈𝑖 (𝑓𝑖) = 0 for each 𝑖 ∈ 𝐼,

0 = 𝜑𝑈𝑖 (res
𝑈
𝑈𝑖
𝑓) = res𝑈𝑈𝑖

𝜑𝑈(𝑓)

So as 𝒢 is a sheaf, 𝜑𝑈(𝑓) = 0 in 𝒢(𝑈).

However, the presheaf cokernel of a morphism of sheaves is not in general a sheaf.

Example. Consider 𝑋 = ℂ with the Euclidean topology, and let 𝒪𝑋 be the sheaf of holo-
morphic functions on 𝑋 under addition. Let 𝒪⋆

𝑋 be the sheaf of nowhere vanishing holo-
morphic functions under multiplication. We have a morphism of sheaves

exp ∶ 𝒪𝑋 → 𝒪⋆
𝑋

given by
𝑓 ∈ 𝒪𝑋(𝑈) ↦ exp(𝑓) ∈ 𝒪⋆

𝑋

The kernel of exp is 2𝜋𝑖ℤ, where ℤ is the constant sheaf. The cokernel is not a sheaf. To
show this, consider the cover

𝑈1 = ℂ ∖ [0,∞); 𝑈2 = ℂ ∖ (−∞, 0]
and take 𝑈 = 𝑈1 ∪ 𝑈2 = ℂ ∖ {0}. Let 𝑓(𝑧) = 𝑧, so 𝑓 ∈ 𝒪⋆

𝑋(𝑈), but 𝑓 is not in the image of
𝑒𝑥𝑝 ∶ 𝒪𝑋(𝑈) → 𝒪⋆

𝑋(𝑈) as there is no single-valued logarithm on ℂ ∖ {0}. Hence 𝑓 defines
a nonzero section of (coker exp)(𝑈). However, restricting to 𝑈 𝑖, a single-valued branch of
logarithm is defined, so 𝑓 is in the image of 𝑒𝑥𝑝 ∶ 𝒪𝑋(𝑈 𝑖) → 𝒪⋆

𝑋(𝑈 𝑖). Thus res𝑈𝑈𝑖
𝑓 = 1, but

𝑓 ≠ 1, violating the first sheaf axiom.
Similarly, the image presheaf may not be a sheaf.

Definition. Let 𝜑 ∶ ℱ → 𝒢 be a morphism of sheaves. We define the sheaf cokernel and
the sheaf image of 𝜑 to be the sheafifications of the presheaf cokernel and presheaf image
respectively.

Remark. It turns out that the sequence

0 2𝜋𝑖ℤ 𝒪𝑋 𝒪⋆
𝑋 1exp

is an exact sequence of sheaves. In particular,

ker exp = 2𝜋𝑖ℤ; coker exp = 1

Remark. ker𝜑, coker𝜑 satisfy the category-theoretic definitions of kernels and cokernels.
For kernels, the universal property to be satisfied is

ℒ

ker𝜑 ℱ 𝒢𝜑
𝜓 0∃!

0
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III. Algebraic Geometry

For cokernels, we reverse the arrows.

ℒ

coker𝜑 ℱ 𝒢𝜑
𝜓 0∃!

0

Definition. We say thatℱ is a subsheaf of 𝒢, writtenℱ ⊆ 𝒢, if there are inclusionsℱ(𝑈) ⊆
𝒢(𝑈) compatible with the restriction maps.

Kernels are examples of subsheaves.

2.6. Moving between spaces
Let 𝑓 ∶ 𝑋 → 𝑌 be a continuous map of topological spaces, and let ℱ and 𝒢 be sheaves on 𝑋
and 𝑌 respectively.

Definition. The presheaf pushforward or direct image 𝑓⋆ℱ is the presheaf on 𝑌 given by

𝑓⋆ℱ(𝑈) = ℱ(𝑓−1(𝑈))

Proposition. The presheaf pushforward of a sheaf is a sheaf.

Proof. Let {𝑈 𝑖}𝑖∈𝐼 be an open cover of 𝑈 , and let 𝑠 ∈ 𝑓⋆ℱ(𝑈) with res𝑈𝑈𝑖
𝑠 = 0 for each 𝑈 𝑖.

Then {𝑓−1(𝑈 𝑖)}𝑖∈𝐼 is an open cover of 𝑓
−1(𝑈) and satisfies res𝑓

−1(𝑈)
𝑓−1(𝑈𝑖)

𝑠 = 0 in ℱ(𝑓−1(𝑈 𝑖)).
So 𝑠 = 0 as ℱ is a sheaf.

Similarly, if 𝑠𝑖 ∈ 𝑓⋆ℱ(𝑈) are compatible sections, then they can be glued into an element of
ℱ(𝑓−1(𝑈)). But this is precisely an element of 𝑓⋆ℱ(𝑈), as required.

Definition. The inverse image presheaf (𝑓−1𝒢)pre is the presheaf on 𝑋 given by

(𝑓−1𝒢)pre(𝑉) = {(𝑠𝑈 , 𝑈) ∣ 𝑓(𝑉) ⊆ 𝑈, 𝑠𝑈 ∈ 𝒢(𝑈)}⟋∼

where∼ identifies pairs that agree on a smaller open set containing 𝑓(𝑉). The inverse image
sheaf is 𝑓−1𝒢 = ((𝑓−1𝒢)pre)sh.

Example. The inverse image presheaf need not be a sheaf, even when 𝑓 is an open map.
Let 𝑌 be a topological space, and let 𝑋 = 𝑌 ⊔ 𝑌 . Take 𝒢 = ℤ the constant sheaf, and
ℱ = (𝑓−1𝒢)pre. Let 𝑈 ⊆ 𝑌 be open, and let 𝑉 = 𝑓−1(𝑈). Then ℱ(𝑉) = 𝒢(𝑈) = ℤ, assuming
𝑈 is connected. But 𝑉 = 𝑈 ⊔ 𝑈 , so ℱsh(𝑉) = 𝒢(𝑈) × 𝒢(𝑈) = ℤ2.

Example. Let ℱ be a sheaf on 𝑋 , and let 𝜋 be the map from 𝑋 to a point. Then 𝑓⋆ℱ is a
sheaf on a point, which is just an abelian group, specifically ℱ(𝜋−1({•})) = ℱ(𝑋).
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We will use the notation
ℱ(𝑋) = Γ(𝑋, ℱ) = 𝐻0(𝑋, ℱ)

where Γ is called the global sections, and𝐻0 is called the 0th cohomologywith coefficients in
ℱ.
For 𝑝 ∈ 𝑋 , 𝑖 ∶ {𝑝} → 𝑋 . Let 𝒢 be a sheaf on {𝑝}, which is an abelian group 𝐴. Consider the
sheaf 𝑖⋆𝒢 on 𝑋 , defined by

(𝑖⋆𝒢)(𝑈) = {0 if 𝑝 ∉ 𝑈
𝐴 if 𝑝 ∈ 𝑈

This is called the skyscraper at 𝑝 with value 𝐴.
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3. Schemes
We will now use the notation 𝑓|𝑈 for res𝑉𝑈 𝑓.

3.1. Localisation
Definition. Let 𝐴 be a ring and 𝑆 ⊆ 𝐴 be a multiplicatively closed set. The localisation of
𝐴 at 𝑆 is

𝑆−1𝐴 = {(𝑎, 𝑠) ∣ 𝑎 ∈ 𝐴, 𝑠 ∈ 𝑆}⟋∼
where

(𝑎, 𝑠) ∼ (𝑎′, 𝑠′) ⟺ ∃𝑠″ ∈ 𝑆, 𝑠″(𝑎𝑠′ − 𝑎′𝑠) = 0 ∈ 𝐴

Examples of multiplicatively closed sets include the set of powers of a fixed element, or the
complement of a prime ideal. The pair (𝑎, 𝑠) represents 𝑎

𝑠
. The extra 𝑠″ term represents a

unit in this new ring, which may be needed in rings that are not integral domains.

Remark. The natural map 𝐴 → 𝑆−1𝐴 need not be injective, for example, if 𝑆 contains a zero
divisor.

3.2. Sheaves on a base
Definition. Let 𝑋 be a topological space and ℬ be a basis for the topology. A sheaf on
the base ℬ consists of assignments 𝐵𝑖 ↦ 𝐹(𝐵𝑖) of abelian groups, with restriction maps
res𝐵𝑖𝐵𝑗 ∶ 𝐹(𝐵𝑖) → 𝐹(𝐵𝑗) whenever 𝐵𝑗 ⊆ 𝐵𝑖 such that,

(i) res𝐵𝑖𝐵𝑖 = id𝐵𝑖 ;

(ii) res𝐵𝑗𝐵𝑘 ∘ res
𝐵𝑖
𝐵𝑗
= res𝐵𝑖𝐵𝑘

with the additional axioms that

(i) if 𝐵 = ⋃𝐵𝑖 with 𝐵, 𝐵𝑖 ∈ ℬ and 𝑓, 𝑔 ∈ 𝐹(𝐵) such that 𝑓|𝐵𝑖 = 𝑔|𝐵𝑖 for all 𝑖, then 𝑓 = 𝑔;

(ii) if 𝐵 = ⋃𝐵𝑖 as above, with 𝑓𝑖 ∈ 𝐹(𝐵𝑖) such that for all 𝑖, 𝑗 and 𝐵′ ⊆ 𝐵𝑖∩𝐵𝑗 with 𝐵′ ∈ ℬ,
𝑓𝑖|𝐵′ = 𝑓𝑗 ||𝐵′ , then there exists 𝑓 ∈ 𝐹(𝐵) with 𝑓|𝐵𝑖 = 𝑓𝑖.

This is very similar to the definition of a sheaf, but only specified on the basis.

Proposition. Let 𝐹 be a sheaf on a base ℬ of 𝑋 . This determines a sheaf ℱ on 𝑋 such that
ℱ(𝐵) = 𝐹(𝐵) for all 𝐵 ∈ ℬ, agreeing with restriction maps. Moreover, ℱ is unique up to
unique isomorphism.

Proof. We first define the stalks using 𝐹:

ℱ𝑝 = {(𝑠𝐵, 𝐵) ∣ 𝑝 ∈ 𝐵 ∈ ℬ, 𝑠𝐵 ∈ 𝐹(𝐵)}⟋∼
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We then use a sheafification idea to defineℱ(𝑈). The elements are the dependent functions
𝑓 ∈ ∏𝑝∈𝑈 ℱ𝑝 such that for each 𝑝 ∈ 𝑈 , there exists a basic open set 𝐵 containing 𝑝 and
a section 𝑠 ∈ 𝐹(𝐵) such that 𝑠𝑞 = 𝑓𝑞 in ℱ𝑞 for all 𝑞 ∈ 𝐵. This is then clearly a sheaf. The
natural maps 𝐹(𝐵) → ℱ(𝐵) are isomorphisms by the sheaf axioms.

3.3. The structure sheaf
Recall that the distinguished opens 𝑈𝑓, 𝑈𝑔 coincide if and only if 𝑓, 𝑔 are powers of some
ℎ ∈ 𝐴. Also, if 𝑈𝑓 = 𝑈𝑔 then 𝐴𝑓 ≅ 𝐴𝑔. Therefore, the assignment 𝑈𝑓 ↦ 𝐴𝑓 is well-
defined.

Proposition. The assignment 𝑈𝑓 ↦ 𝐴𝑓 defines a sheaf of rings on the base {𝑈𝑓} of the
topological space Spec𝐴.

Remark. If {𝑈𝑓𝑖 }𝑖∈𝐼 covers Spec𝐴, there exists a finite subcover. Indeed, since the𝑈𝑓𝑖 cover
Spec𝐴, there is no prime ideal 𝔭 ⊆ 𝐴 containing all (𝑓𝑖)𝑖∈𝐼 . Equivalently, ∑𝑖∈𝐼(𝑓𝑖) = (1).
In particular, 1 = ∑𝑖∈𝐽 𝑎𝑖𝑓𝑖 for 𝐽 ⊆ 𝐼 finite. So ∑𝑖∈𝐽(𝑓𝑖) = (1), and thus {𝑈𝑓𝑖 }𝑖∈𝐽 covers
Spec𝐴. We say that Spec𝐴 is quasi-compact; traditionally the word ‘compact’ is reserved for
Hausdorff spaces in the context of algebraic geometry.

Proof. We will check the axioms for the basic open set 𝐵 = Spec𝐴; the general case follows
by applying this result to a localisation. Suppose Spec𝐴 = ⋃𝑛

𝑖=1𝑈𝑓𝑖 ; this union is finite by
the previous remark. Let 𝑠 ∈ 𝐴 be such that 𝑠|𝑈𝑖

= 0 for all 𝑖. By the definition of localisation,
as the set {𝑈𝑓𝑖 } is finite there exists𝑚 such that 𝑓𝑚𝑖 𝑠 = 0 for all 𝑖. But note that (1) = (𝑓𝑚𝑖 )𝑛𝑖=1
for any𝑚 > 0 because the {𝑈𝑓𝑖 }

𝑛
𝑖=1 cover Spec𝐴. Thus {𝑈𝑓𝑚𝑖 }

𝑛

𝑖=1
cover Spec𝐴.

1 = ∑𝑟𝑖𝑓𝑚𝑖 ⟹ 𝑠 =∑𝑟𝑖𝑓𝑚𝑖 𝑠 = 0

Now suppose Spec𝐴 = ⋃𝑖∈𝐼 𝑈𝑓𝑖 , and 𝑠𝑖 ∈ 𝐴𝑓𝑖 are elements that agree in 𝐴𝑓𝑖𝑓𝑗 . We need to
build an element in 𝐴 with these restrictions.

First, suppose 𝐼 is finite. On 𝑈𝑓𝑖 , we have chosen
𝑎𝑖
𝑓ℓ𝑖𝑖

∈ 𝐴𝑓𝑖 ; we write 𝑔𝑖 = 𝑓ℓ𝑖𝑖 , noting that

𝑈𝑓𝑖 = 𝑈𝑔𝑖 . On the overlaps, by hypothesis we have

(𝑔𝑖𝑔𝑗)𝑚𝑖𝑗 (𝑎𝑖𝑔𝑗 − 𝑎𝑗𝑔𝑖) = 0

Rewriting this using the fact that 𝑈𝑓 = 𝑈𝑓𝑘 for all 𝑘 > 0, and assuming𝑚 = 𝑚𝑖𝑗 by taking
the largest, we obtain

𝑏𝑖 = 𝑎𝑖𝑔𝑚𝑖 ; ℎ𝑖 = 𝑔𝑚+1
𝑖

so on each𝑈ℎ𝑖 we have chosen an element
𝑏𝑖
ℎ𝑖
. Now, as the𝑈ℎ𝑖 = 𝑈𝑓𝑖 cover Spec𝐴, we have

1 = ∑𝑟𝑖ℎ𝑖 for some 𝑟𝑖 ∈ 𝐴. We can thus construct 𝑟 = ∑𝑟𝑖𝑏𝑖 with the 𝑟𝑖 as above. This
construction then has the correct restrictions to 𝑏𝑖

ℎ𝑖
in 𝑈ℎ𝑖 .
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When 𝐼 is infinite, choose (𝑓𝑖)𝑛𝑖=1 such that the 𝑈𝑓𝑖 for 𝑖 ∈ {1,… , 𝑛} form a cover, and use
the finite case to build 𝑟 ∈ 𝐴. This has the correct restrictions to the 𝑈𝑓𝑖 for 𝑖 ∈ {1,… , 𝑛}.
Given (𝑓1,… , 𝑓𝑛, 𝑓𝛼) = 𝐴, the same construction gives a new 𝑟′ ∈ 𝐴, but then by the first
sheaf axiom, 𝑟 = 𝑟′.

Definition. The structure sheaf on Spec𝐴 is the sheaf𝒪Spec𝐴 associated to the sheaf on the
base of distinguished opens mapping 𝑈𝑓 to 𝐴𝑓.
Remark. The stalk 𝒪Spec𝐴,𝔭 is equal to 𝐴𝔭.

3.4. Definitions and examples
Definition. A ringed space (𝑋, 𝒪𝑋) is a topological space 𝑋 with a sheaf of rings 𝒪𝑋 . An
isomorphism of ringed spaces (𝑋,𝒪𝑋) → (𝑌,𝒪𝑌 ) is a homeomorphism 𝜋 ∶ 𝑋 → 𝑌 and an
isomorphism 𝒪𝑌 → 𝜋⋆𝒪𝑋 of sheaves on 𝑌 .
Note that for 𝑈 ⊆ 𝑋 open, 𝑈 is naturally a ringed space with 𝒪𝑈(𝑉) = 𝒪𝑋(𝑉).
Definition. Anaffine scheme is a ringed space (𝑋, 𝒪𝑋) that is isomorphic to (Spec𝐴,𝒪Spec𝐴).
Definition. A scheme is a ringed space (𝑋,𝒪𝑋) where every point 𝑝 ∈ 𝑋 has a neighbour-
hood 𝑈𝑝 such that the ringed space (𝑈𝑝, 𝒪𝑈𝑝) is isomorphic to some affine scheme.
Proposition. Let 𝑋 be a scheme, 𝑈 ⊆ 𝑋 an open set, and 𝑖 ∶ 𝑈 ↣ 𝑋 be the inclusion map.
Then, the ringed space (𝑈,𝒪𝑈) is a scheme, where

𝒪𝑈 = 𝒪𝑋
|||𝑈

= 𝑖−1𝒪𝑋

For example, take𝑋 = Spec𝐴 and𝑈 = 𝑈𝑓 for some𝑓 ∈ 𝐴. Then (𝑈,𝒪𝑈) ≅ (Spec𝐴𝑓, 𝒪Spec𝐴𝑓).

Proof. Let 𝑝 ∈ 𝑈 ⊆ 𝑋 . Since 𝑋 is a scheme, we can find (𝑉𝑝, 𝑂𝑋 |𝑉𝑝) inside 𝑋 with 𝑝 ∈ 𝑉𝑝,
such that 𝑉𝑝 is isomorphic to an affine scheme. Then take 𝑉𝑝 ∩ 𝑈 ⊆ 𝑈 with structure sheaf
given by the inclusion map. Note that 𝑉𝑝 ∩ 𝑈 may not be affine, but 𝑉𝑝 ≅ Spec𝐵, and the
distinguished opens in Spec𝐵 form a basis. This reduces the problem to the example of a
distinguished open set above.

Definition. Affine space of dimension 𝑛 over 𝑘 is defined to be

𝔸𝑛𝑘 = Spec 𝑘[𝑥1,… , 𝑥𝑛]

Example. Let
𝑈 = 𝔸𝑛2𝑘 ∖ {det(𝑥𝑖𝑗) = 0}

which is the open set representing 𝐺𝐿𝑛(𝑘). We will show that the multiplication map 𝑈 ×
𝑈 → 𝑈 is a morphism of schemes.
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Example. Let 𝑈 = 𝔸2𝑘 ∖ (𝑥, 𝑦). This is a scheme representing a plane without an origin.
We claim that 𝑈 is not an affine scheme. Suppose that 𝑈 were affine; we aim to calculate
𝒪𝑈(𝑈). Write

𝑈𝑥 = 𝕍(𝑥)𝑐 ⊆ 𝔸2𝑘; 𝑈𝑦 = 𝕍(𝑦)𝑐 ⊆ 𝔸2𝑘
These two open sets cover 𝑈 , and

𝑈𝑥 ∩ 𝑈𝑦 = 𝑈𝑥𝑦 = 𝔸2𝑘 ∖ 𝕍(𝑥𝑦)
Then,

𝒪𝑈(𝑈𝑥) = 𝑘[𝑥, 𝑥−1, 𝑦]; 𝒪𝑈(𝑈𝑦) = 𝑘[𝑥, 𝑦, 𝑦−1]; 𝒪𝑈(𝑈𝑥 ∩ 𝑈𝑦) = 𝑘[𝑥, 𝑥−1, 𝑦, 𝑦−1]
The restriction maps 𝒪𝑈(𝑈𝑥) → 𝒪𝑈(𝑈𝑥𝑦) and 𝒪𝑈(𝑈𝑦) → 𝒪𝑈(𝑈𝑥𝑦) are the obvious ones. By
the sheaf axioms,

𝒪𝑈(𝑈) = 𝑘[𝑥, 𝑥−1, 𝑦] ∩ 𝑘[𝑥, 𝑦, 𝑦−1] ⊆ 𝑘[𝑥, 𝑥−1, 𝑦, 𝑦−1]
Thus, 𝒪𝑈(𝑈) = 𝑘[𝑥, 𝑦]. This is a contradiction: one way to see this is that there exists a
maximal ideal (𝑥, 𝑦) in the ring of global sections in (𝑈,𝒪𝑈) with empty vanishing locus.
In general, if 𝑋 is a scheme, 𝑓 ∈ Γ(𝑋,𝒪𝑋) = 𝒪𝑋(𝑋), and 𝑝 ∈ 𝑋 , then there is a well-defined
stalk 𝒪𝑋,𝑝 at 𝑝, which is of the form 𝐴𝔭 up to isomorphism, where 𝔭 is a prime ideal. To say
this, we are using an isomorphism of an open set 𝑉𝑝 containing 𝑝 to Spec𝐴. In particular, 𝐴𝔭
has a unique maximal ideal, namely 𝔭𝐴𝔭. We say that 𝑓 vanishes at 𝑝 if its image in 𝐴𝔭⟋𝔭𝐴𝔭

,
or equivalently, 𝑓 ∈ 𝔭𝐴𝔭. As a consequence, the vanishing locus 𝕍(𝑓) ⊆ 𝑋 is well-defined.

3.5. Gluing sheaves
Let 𝑋 be a topological space with a cover {𝑈𝛼}. Let {ℱ𝛼} be sheaves on {𝑈𝛼}, with isomorph-
isms

𝜑𝛼𝛽 ∶ ℱ𝛼
|||𝑈𝛼∩𝑈𝛽

→ ℱ𝛽
|||𝑈𝛼∩𝑈𝛽

such that
𝜑𝛼𝛼 = id; 𝜑𝛼𝛽 = 𝜑−1𝛽𝛼; 𝜑𝛽𝛾 ∘ 𝜑𝛼𝛽 = 𝜑𝛼𝛾

The last equation is called the cocycle condition. This combination of conditions resembles
the definition of an equivalence relation, with reflexivity, symmetry, and transitivity.

We will construct a sheaf ℱ on 𝑋 . Given 𝑉 ⊆ 𝑋 open, we define

ℱ(𝑉) = {(𝑠𝛼) ∈∏
𝛼
ℱ𝛼(𝑈𝛼 ∩ 𝑉)

||||
𝜑𝛼𝛽(𝑠𝛼

|||𝑉∩𝑈𝛼∩𝑈𝛽

) = 𝑠𝛽
|||𝑉∩𝑈𝛼∩𝑈𝛽

}

ℱ is a presheaf. Indeed, given (𝑠𝛼) ∈ ℱ(𝑉) and𝑊 ⊆ 𝑉 open, we take

(𝑠𝛼)
|||𝑊

= (res𝑉∩𝑈𝛼
𝑊∩𝑈𝛼

(𝑠𝛼))𝛼
This lies in ℱ(𝑊) by the sheaf axioms. One check easily check that this is a sheaf.
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Proposition. ℱ|𝑈𝛾
and ℱ𝛾 are canonically isomorphic as sheaves on 𝑈𝛾.

Proof. First, we construct a map ℱ𝛾 → ℱ|𝑈𝛾
. Let 𝑉 ⊆ 𝑈𝛾 and 𝑠 ∈ ℱ𝛾(𝑉). Define its image

in ℱ|𝑈𝛾
to be

𝜑𝛾𝛼(𝑠
|||𝑉∩𝑈𝛼

)
𝛼

We must check that this tuple lies in ℱ|𝑈𝛾
(𝑉) = ℱ(𝑉).

𝜑𝛼𝛽 ∘ 𝜑𝛾𝛼(𝑠
|||𝑉∩𝑈𝛼∩𝑈𝛽

) = 𝜑𝛾𝛽(𝑠
|||𝑉∩𝑈𝛼∩𝑈𝛽

)

3.6. Gluing schemes
Let (𝑋, 𝒪𝑋) and (𝑌 , 𝒪𝑌 ) be schemes with open sets𝑈 ⊆ 𝑋, 𝑉 ⊆ 𝑌 , and let 𝜑 ∶ (𝑈, 𝒪𝑋 |𝑈) →
(𝑉, 𝒪𝑌 |𝑉 ) be an isomorphism. The topological spaces 𝑋, 𝑌 can be glued on 𝑈,𝑉 using
𝜑.
First, take 𝑆 = 𝑋 ⊔ 𝑌⟋𝑈 ∼ 𝑉 . By definition of the quotient topology, the images of 𝑋 and 𝑌
in 𝑆 form an open cover, and their intersection is the image of 𝑈 , or equivalently, the image
of 𝑉 . Now, we can glue the structure sheaves on these open sets as described in the previous
subsection. Note that in this case, there is no cocycle condition.

Example (the bug-eyed line; the line with doubled origin). Let 𝑘 be a field. Let 𝑋 =
Spec 𝑘[𝑡] and 𝑌 = Spec 𝑘[𝑢]. Let

𝑈 = Spec 𝑘[𝑡, 𝑡−1] = Spec 𝑘[𝑡]𝑡 = 𝑈𝑡 ⊆ 𝑋; 𝑉 = Spec 𝑘[𝑢, 𝑢−1] = Spec 𝑘[𝑢]𝑢 = 𝑈𝑢 ⊆ 𝑌

We define the isomorphism 𝜑 ∶ 𝑈 → 𝑉 given by 𝑡 ↤ 𝑢. Technically, we define an isomorph-
ism of rings 𝑘[𝑢, 𝑢−1] → 𝑘[𝑡, 𝑡−1] by 𝑢 ↦ 𝑡 and then apply Spec. At the level of topological
spaces, 𝑋 = 𝔸1𝑘 and 𝑌 = 𝔸1𝑘, so 𝑈 = 𝔸1𝑘 ∖ {(𝑡)} and 𝑉 = 𝔸1𝑘 ∖ {(𝑢)}. Gluing along this
isomorphism, we obtain a scheme 𝑆 which is a copy of 𝔸1𝑘 but with two origins. Note that
the generic points in 𝑋 and 𝑌 lie in 𝑈 and 𝑉 respectively, and thus are glued into a single
generic point in 𝑆.
Consider the open sets in 𝑆. Open sets entirely contained within 𝑋 and 𝑌 yield open sets in
𝑆. We also have open sets of the form𝑊 = 𝑆 ∖ {𝔭1,… , 𝔭𝑟} where 𝔭𝑖 is contained in 𝑈 or 𝑉 .
One example is𝑊 = 𝑆; we can calculate 𝒪𝑆(𝑆) using the sheaf axioms, and one can show
that it is isomorphic to 𝑘[𝑡]. We can conclude that 𝑆 is not an affine scheme, because there
is a maximal ideal in 𝑘[𝑡] where the vanishing locus is precisely two points.
Example (the projective line). Let 𝑋 = Spec 𝑘[𝑡] and 𝑌 = Spec 𝑘[𝑠], and define 𝑈 =
Spec 𝑘[𝑡, 𝑡−1], 𝑉 = Spec 𝑘[𝑠, 𝑠−1] as above. We glue these schemes using the isomorphism
𝑠 ↦ 𝑡−1, giving the projective line ℙ1𝑘.
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Proposition. 𝒪ℙ1
𝑘
(ℙ1𝑘) = 𝑘.

Proof sketch. Weuse the same idea as in the previous example. The only elements of 𝑘[𝑡, 𝑡−1]
that are both polynomials in 𝑡 and 𝑡−1 are the constants.

In particular, ℙ1𝑘 is not an affine scheme.
Example. We can similarly build a scheme 𝑆 which is a copy of 𝔸2𝑘 with a doubled origin.
This has the interesting property that there exist affine open subschemes 𝑈1, 𝑈2 ⊆ 𝑆 such
that 𝑈1 ∩ 𝑈2 is not affine; we can take 𝑈1 and 𝑈2 to be 𝑆 but with one of the origins deleted.
Note that 𝔸1𝑘 without the origin is affine.
Let {𝑋𝑖}𝑖∈𝐼 be schemes, 𝑋𝑖𝑗 ⊆ 𝑋𝑖 be open subschemes, and 𝑓𝑖𝑗 ∶ 𝑋𝑖𝑗 → 𝑋𝑗𝑖 be isomorphisms
such that

𝑓𝑖𝑖 = id𝑋𝑖 ; 𝑓𝑖𝑗 = 𝑓−1𝑗𝑖 ; 𝑓𝑖𝑘 = 𝑓𝑗𝑘 ∘ 𝑓𝑖𝑗
where the last equality holds whenever it is defined. Then there is a unique scheme 𝑋 with
an open cover by the𝑋𝑖, glued along these isomorphisms. This is an elaboration of the above
construction, which is discussed on the first example sheet.

Let 𝐴 be a ring, and let 𝑋𝑖 = Spec𝐴[𝑥0
𝑥𝑖
,… , 𝑥𝑛

𝑥𝑖
]. Let 𝑋𝑖𝑗 = 𝕍(𝑥𝑗

𝑥𝑖
)
𝑐
⊆ 𝑋𝑖. We define the

isomorphisms 𝑋𝑖𝑗 → 𝑋𝑗𝑖 by
𝑥𝑘
𝑥𝑖
↦ 𝑥𝑘

𝑥𝑗
( 𝑥𝑖
𝑥𝑗
)
−1
. The resulting glued scheme is called projective

𝑛-space, denoted ℙ𝑛𝐴.

3.7. The Proj construction
Definition. A ℤ-grading on a ring 𝐴 is a decomposition

𝐴 =⨁
𝑖∈ℤ

𝐴𝑖

as abelian groups, such that 𝐴𝑖𝐴𝑗 ⊆ 𝐴𝑖+𝑗 .

Example. Let𝐴 = 𝑘[𝑥0,… , 𝑥𝑛], and let𝐴𝑑 be the set of degree𝑑 homogeneous polynomials,
together with the zero polynomial.

Example. Let 𝐼 ⊆ 𝑘[𝑥0,… , 𝑥𝑛] be a homogeneous ideal; that is, an ideal generated by
homogeneous elements of possibly different degrees. Then, for 𝐴 = 𝑘[𝑥0,… , 𝑥𝑛], the ring𝐴⟋𝐼 is also naturally graded.
Note that by definition, 𝐴0 is a subring of 𝐴. For simplicity, we will always assume in this
course that the degree 1 elements of a graded ring generate 𝐴 as an algebra over 𝐴0. We also
typically assume that 𝐴𝑖 = 0 for 𝑖 < 0. We define

𝐴+ =⨁
𝑖≥1

𝐴𝑖 ⊆ 𝐴
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This forms an ideal in 𝐴, called the irrelevant ideal. If 𝐴 is a polynomial ring with the usual
grading, the irrelevant ideal corresponds to the point 0 in the theory of varieties. This aligns
with the definition of projective space in classical algebraic geometry, in which the point 0
is deleted.

A homogeneous element 𝑓 ∈ 𝐴 is an element contained in some 𝐴𝑑. An ideal 𝐼 of 𝐴 is called
homogeneous if it is generated by homogeneous elements.

Definition. Let 𝐴 be a graded ring. Proj𝐴 is the set of homogeneous prime ideals in 𝐴 that
do not contain the irrelevant ideal. If 𝐼 ⊆ 𝐴 is homogeneous, we define

𝕍(𝐼) = {𝔭 ∈ Proj𝐴 ∣ 𝐼 ⊆ 𝔭}

The Zariski topology on Proj𝐴 is the topology where the closed sets are of the form 𝕍(𝐼)
where 𝐼 is a homogeneous ideal.
The Spec construction allows us to convert rings into schemes; the Proj construction allows
us to convert graded rings into schemes. Unlike Spec, the construction of Proj is not func-
torial.

Let 𝑓 ∈ 𝐴1 and 𝑈𝑓 = Proj𝐴 ∖ 𝕍(𝑓). Observe that the set {𝑈𝑓}𝑓∈𝐴1
covers Proj𝐴, because

the 𝑓 generate the unit ideal. The ring 𝐴[ 1
𝑓
] = 𝐴𝑓 is naturally ℤ-graded by defining deg

1
𝑓
=

− deg𝑓. Note that 𝐴𝑓 may have negatively graded elements, even though 𝐴 does not.

Example. Let 𝐴 = 𝑘[𝑥0, 𝑥1] and 𝑓 = 𝑥0. Then in 𝐴[
1
𝑓
] = 𝑘[𝑥0, 𝑥1, 𝑥−10 ], the degree zero

elements include 𝑘 and elements such as 𝑥1
𝑥0
, 𝑥

2
1+𝑥1𝑥0
𝑥20

. There are degree one elements such

as 𝑥21
𝑥0
.

Proposition. There is a natural bijection

{homogeneous prime ideals in 𝐴 that miss 𝑓} ↔ {prime ideals in (𝐴𝑓)0}

Note also that the set of homogeneous prime ideals in𝐴 thatmiss 𝑓 are naturally in bijection
with the homogeneous prime ideals in 𝐴𝑓.

Proof. Suppose 𝔮 is a prime ideal in (𝐴[ 1
𝑓
])

0
. Then let 𝜓(𝔮) be the ideal

𝜓(𝔮) = (⋃
𝑑≥0

{𝑎 ∈ 𝐴𝑑
|||
𝑎
𝑓𝑑 ∈ 𝔮} ⊆ 𝐴)

One can check that this is prime. Now suppose 𝔭 is a homogeneous prime ideal missing 𝑓.
Define 𝜑(𝔭) to be

𝜑(𝔭) = (𝑝 ⋅ 𝐴[ 1𝑓] ∩ (𝐴[
1
𝑓])0

)
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This ideal is also prime.

One can easily check that 𝜑 ∘ 𝜓 is the identity. For the other direction, suppose 𝔭 is a homo-
geneous prime ideal missing 𝑓; we show that 𝔭 = 𝜓(𝜑(𝔭)) by antisymmetry. If 𝑎 ∈ 𝔭 ∈ 𝐴𝑑,
then 𝑎

𝑓𝑑
∈ 𝜑(𝔭), so 𝑎 ∈ 𝜓(𝜑(𝔭)) by construction. Conversely, if 𝑎 ∈ 𝜓(𝜑(𝔭)), then 𝑎

𝑓𝑑
∈ 𝜑(𝔭)

for some 𝑑, so there exists 𝑏 ∈ 𝔭 such that 𝑏
𝑓𝑒

= 𝑎
𝑓𝑑

in 𝐴[ 1
𝑓
]. Hence for some 𝑘 ≥ 0, we have

𝑓𝑘(𝑓𝑑𝑏 − 𝑓𝑒𝑎) = 0, and 𝑓𝑒+𝑘 ∉ 𝔭. But by primality, 𝑎 ∈ 𝔭, as required.

The bijection constructed is compatible with ideal containment, so is a homeomorphism of
topological spaces

𝑈𝑓 ↔ Spec(𝐴𝑓)0
Thus Proj𝐴 is covered by open sets homeomorphic to an affine scheme. If 𝑓, 𝑔 ∈ 𝐴1, then
𝑈𝑓 ∩ 𝑈𝑔 is naturally homeomorphic to

(Spec𝐴[ 1𝑓])0
[𝑓𝑔 ] = Spec (𝐴[𝑓−1, 𝑔−1])0

Take the open cover {𝑈𝑓}with structure sheaf𝒪Spec(𝐴𝑓)0 on each 𝑈𝑓, and isomorphisms on
𝑈𝑓 ∩ 𝑈𝑔 by the condition above. The cocycle condition follows from the formal properties
of the localisation. Therefore, Proj𝐴 is a scheme.

If 𝐴 = 𝑘[𝑥0,… , 𝑥𝑛] with the standard grading, we write ℙ𝑛𝑘 for Proj𝐴.
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4. Morphisms
4.1. Morphisms of ringed spaces
Let (𝑋, 𝒪𝑋) be a scheme. The stalks 𝒪𝑋,𝔭 are local rings: they have a unique maximal
ideal, which is the set of all non-unit elements. Given 𝑓 ∈ 𝒪𝑋(𝑈), we can meaningfully
ask whether 𝑓 vanishes at 𝔭; that is, if the image of 𝑓 in 𝒪𝑋,𝔭 is contained in the maximal
ideal.

Definition. A morphism of ringed spaces 𝑓 ∶ (𝑋,𝒪𝑋) → (𝑌,𝒪𝑌 ) consists of a continuous
function 𝑓 ∶ 𝑋 → 𝑌 and a morphism 𝑓♯ ∶ 𝒪𝑌 → 𝑓⋆𝒪𝑋 between sheaves of rings on 𝑌 .

𝑓♯ represents function composition with 𝑓−1, although the ring 𝒪𝑋 may not be a ring of
functions. It is possible to find a morphism (𝑓, 𝑓♯) between schemes (𝑋,𝒪𝑋) and (𝑌 , 𝒪𝑌 )
such that there exists 𝑞 ∈ 𝑈 ⊆ 𝑌 and ℎ ∈ 𝒪𝑌 (𝑈) such that ℎ vanishes at 𝑞 but 𝑓♯(ℎ) ∈
𝒪𝑋(𝑓−1(𝑈)) does not vanish at some 𝑝 ∈ 𝑋 with 𝑓(𝑝) = 𝑞. This motivates the definition of
a morphism of schemes.

Let 𝑓 ∶ 𝑋 → 𝑌 be a morphism of ringed spaces. Given any point 𝑝 ∈ 𝑋 , there is an induced
map 𝑓♯ ∶ 𝒪𝑌,𝑓(𝑝) → 𝒪𝑋,𝑝. Explicitly, given 𝑠 ∈ 𝒪𝑌,𝑓(𝑝), we can represent it by (𝑠𝑈 , 𝑈)
where 𝑈 is open, 𝑓(𝑝) ∈ 𝑈 , and 𝑠𝑈 ∈ 𝒪𝑌 (𝑈). Now, 𝑓♯(𝑠𝑈) ∈ 𝒪𝑋(𝑓−1(𝑈)), so the pair
(𝑓♯(𝑠𝑈), 𝑓−1(𝑈)) defines an element of 𝒪𝑋,𝑝.

Definition. A ringed space (𝑋,𝒪𝑋) is called a locally ringed space if for all 𝑝 ∈ 𝑋 , the stalk
𝒪𝑋,𝑝 is is a local ring. A morphism of locally ringed spaces (𝑓, 𝑓♯) ∶ (𝑋,𝒪𝑋) → (𝑌,𝒪𝑌 )
is a morphism of ringed spaces such that if 𝔪𝑝 denotes the maximal ideal in 𝒪𝑋,𝑝, then
𝑓♯(𝔪𝑓(𝑝)) ⊆ 𝔪𝑝.

This encapsulates the idea that functions vanishing on the codomain must also vanish on
the domain after the inverse image, as the maximal ideal represents functions vanishing at
the point.

4.2. Morphisms of schemes
Note that all schemes are locally ringed spaces.

Definition. Amorphism of schemes 𝑋 → 𝑌 is a morphism of locally ringed spaces 𝑋 → 𝑌 .

Theorem. There is a natural bijection

{morphisms of schemes Spec𝐵 → Spec𝐴} ↔ {homomorphisms of rings 𝐴 → 𝐵}

Proof. First, recall that a section 𝑠 of a sheaf ℱ on 𝑈 is a coherent collection of elements of
the stalks 𝑠(𝑝) ∈ ℱ𝑝 for all 𝑝 ∈ 𝑈 . We will construct a map of schemes Spec𝐵 → Spec𝐴 for
every ring homomorphism 𝐴 → 𝐵, and then show that every morphism of schemes arises
in this way.
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Let 𝜑 ∶ 𝐴 → 𝐵 be a ring homomorphism. Let 𝜑−1 ∶ Spec𝐵 → Spec𝐴 be the map of
topological spaces; this is a continuous function. We now build

𝜑♯ ∶ 𝒪Spec𝐴 → 𝜑−1⋆ 𝒪Spec𝐵

At the level of stalks, the map 𝐴𝜑−1(𝔭) → 𝐵𝔭 is induced by 𝜑 by mapping
𝑎
𝑠
to 𝜑(𝑎)

𝜑(𝑠)
. This is

well-defined, as for 𝑠 ∉ 𝜑−1(𝔭), then 𝜑(𝑠) ∉ 𝔭. Observe that this is automatically a local
homomorphism.

We must now show that this choice of maps on stalks extends to a map between sheaves.
Given 𝑈 ⊆ Spec𝐴, we need to define

𝜑♯ ∶ 𝒪Spec𝐴(𝑈) → 𝒪Spec𝐵((𝜑−1)−1(𝑈))

An element 𝑠 ∈ 𝒪Spec𝐴(𝑈) is a collection of assignments (𝔭 ↦ 𝑠(𝔭))𝔭∈𝑈 for 𝔭 ∈ 𝑈 and
𝑠(𝔭) ∈ 𝐴𝔭. We then define 𝜑♯ by

(𝔭 ↦ 𝑠(𝔭))𝔭∈𝑈 ↦ (𝔮 ↦ 𝜑𝔮(𝑠(𝜑−1(𝔮))))𝔮∈(𝜑−1)−1(𝑈)

One can check that the gluing conditions are satisfied.

Conversely, suppose (𝑓, 𝑓♯) ∶ Spec𝐵 → Spec𝐴 is a morphism of schemes. Using the fact
that we have a map of global sections 𝒪Spec𝐴(Spec𝐴) → 𝒪Spec𝐵(Spec𝐵), we obtain a ring
homomorphism 𝑔 ∶ 𝐴 → 𝐵. We must check that 𝑔−1 ∶ Spec𝐵 → Spec𝐴 gives the cor-
rect map 𝑓 on topological spaces, and that the construction above yields the correct map 𝑓♯
on sheaves. The maps on stalks are compatible with restriction, so the following diagram
commutes for all 𝔭 ∈ Spec𝐵.

Γ(Spec𝐴,𝒪Spec𝐴) Γ(Spec𝐵,𝒪Spec𝐵)

𝒪Spec𝐴,𝑓(𝔭) 𝒪Spec𝐵,𝔭

Equivalently, the following diagram commutes for all 𝔭 ∈ Spec𝐵.

𝐴 𝐵

𝐴𝑓(𝔭) 𝐵𝔭

Since the morphism is local, (𝑓♯)−1(𝔭𝐵𝔭) = 𝑓(𝔭)𝐴𝑓(𝔭). As the above diagram commutes,
𝑔−1 = 𝑓 as maps of topological spaces, and the maps of structure sheaves agree at the level
of stalks by construction so they must agree everywhere.
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4.3. Immersions
Definition. Let𝑋, 𝑌 be schemes. Amorphism of schemes 𝑓 ∶ 𝑋 → 𝑌 is an open immersion
if 𝑓 induces an isomorphism of 𝑋 onto an open subscheme (𝑈, 𝒪𝑌 |𝑈) of 𝑌 . A morphism
𝑓 ∶ 𝑋 → 𝑌 is a closed immersion if 𝑓 is a homeomorphism onto a closed subset of 𝑌 , and
𝑔♯ ∶ 𝒪𝑌 → 𝑔⋆𝒪𝑋 is surjective.

Example. Let 𝑘[𝑡] → 𝑘[𝑡]⟋(𝑡2). The induced map Spec
𝑘[𝑡]⟋(𝑡2) → Spec 𝑘[𝑡] is a closed

immersion. More generally, let 𝐴 be a ring and 𝐼 be an ideal in 𝐴. Then the induced map
Spec𝐴⟋𝐼 → Spec𝐴 is a closed immersion.

Definition. Let 𝑌 be a scheme. A closed subscheme of 𝑌 is an equivalence class of closed
immersions 𝑋 → 𝑌 , where we say 𝑓 ∶ 𝑋 → 𝑌 and 𝑓′ ∶ 𝑋 ′ → 𝑌 are equivalent if there is a
commutative triangle

𝑋 𝑋 ′

𝑌

∼

𝑓′𝑓

4.4. Fibre products
The notion of fibre product will simultaneously generalise the notions of product, intersec-
tions of closed subschemes, and inverse images of subschemes (such as points) alongmorph-
isms.

Definition. Consider a diagram
𝑋

𝑌 𝑆
The fibre product is a scheme 𝑋 ×𝑆 𝑌 making the following diagram commute:

𝑋 ×𝑆 𝑌 𝑋

𝑌 𝑆
𝑝𝑌

𝑝𝑋

such that for any other scheme 𝑍 together with morphisms 𝑞𝑋 , 𝑞𝑌 completing the square,
there is a unique factorisation through 𝑋 ×𝑆 𝑌 , making the following diagram commute.

𝑍

𝑋 ×𝑆 𝑌 𝑋

𝑌 𝑆
𝑝𝑌

𝑝𝑋

𝑞𝑋

𝑞𝑌
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Note that as this is a definition by universal property, if𝑋×𝑆𝑌 exists, it is unique up to unique
isomorphism. The fibre product is schemes is the category-theoretic pullback.

Example. (i) In the category of sets, the fibre product of the diagram

𝑋

𝑌 𝑆
𝑟𝑋

𝑟𝑌

is the set
𝑋 ×𝑆 𝑌 = {(𝑥, 𝑦) ∈ 𝑋 × 𝑌 ∣ 𝑟𝑋(𝑥) = 𝑟𝑌 (𝑦)}

(ii) In the category of topological spaces, the fibre product is defined to be the same set,
assigning 𝑋 ×𝑆 𝑌 the subspace topology as a subset of 𝑋 × 𝑌 .

(iii) Let 𝑟𝑋 ∶ 𝑋 → 𝑆 be a map of sets, and let 𝑌 = {⋆} with 𝑟𝑌 (⋆) = 𝑠 ∈ 𝑆. Then

𝑋 ×𝑆 𝑌 = 𝑟−1𝑋 (𝑠)

(iv) Let 𝑟𝑋 ∶ 𝑋 → 𝑆 and 𝑟𝑌 ∶ 𝑌 → 𝑆 be inclusions of subsets. Then

𝑋 ×𝑆 𝑌 = 𝑋 ∩ 𝑌

Theorem. Fibre products of schemes exist.

Proof sketch. Step 1. Let 𝑋, 𝑌, 𝑆 be affine schemes, with associated rings 𝐴, 𝐵, 𝑅. Then the
fibre product 𝑋 ×𝑆 𝑌 exists, and is isomorphic to Spec(𝐴⊗𝑅 𝐵). Note that the tensor product
is the category-theoretic pushout in the category of rings. We must now check that the uni-
versal property of the fibre product is satisfied. Consider the commutative square

𝑍 𝑋

𝑌 𝑆

If 𝑍 is an affine scheme, the result holds. It is a general fact that a map of schemes 𝑍 →
Spec(𝐴 ⊗𝑅 𝐵) is the same data as a map 𝐴⊗𝑅 𝐵 → Γ(𝑍,𝒪𝑍).
Step 2. Let 𝑋, 𝑌, 𝑆 be arbitrary schemes. If 𝑋 ×𝑆 𝑌 exists and 𝑈 ⊆ 𝑋 is an open subscheme,
then 𝑈 ×𝑆 𝑌 also exists, by taking the inverse image of 𝑈 under the projection 𝑋 ×𝑆 𝑌 → 𝑋
endowed with the structure of an open subscheme.

Step 3. If 𝑋 is covered by open subschemes {𝑋𝑖}, then if 𝑋𝑖 ×𝑆 𝑌 exists for all 𝑖, then 𝑋 ×𝑆 𝑌
exists, by gluing each of the 𝑋𝑖 ×𝑆 𝑌 together. Note that the ability to glue these schemes
together relies on Step 2, and the fact that there is no cocycle condition.
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Step 4. If 𝑌 and 𝑆 are affine, then𝑋×𝑆𝑌 exists by Step 3, by covering𝑋 by affine subschemes.
As 𝑋 and 𝑌 are interchangeable, 𝑋 ×𝑆 𝑌 exists for any 𝑋 and 𝑌 as long as 𝑆 is affine.
Step 5. Now, cover 𝑆 by affine subschemes {𝑆 𝑖}. Let 𝑋𝑖, 𝑌 𝑖 be the preimages of of 𝑆 𝑖 in 𝑋 and
𝑌 respectively. Now, 𝑋𝑖 ×𝑆𝑖 𝑌 𝑖 exists. Observe by the universal property that 𝑋𝑖 ×𝑆𝑖 𝑌 𝑖 =
𝑋𝑖 × 𝑆𝑌 𝑖. Finally, gluing gives 𝑋 ×𝑆 𝑌 as required.

Example. (i) We have
ℙ𝑛ℂ = ℙ𝑛ℤ ×Specℤ Specℂ

where the map Specℂ → Specℤ is induced by the ring homomorphism ℤ → ℂ, and
the map ℙ𝑛ℤ → Specℤ is induced locally by the inclusion ℤ → ℤ[𝑥0

𝑥𝑖
,… , 𝑥𝑛

𝑥𝑖
]. Note

also that
ℤ[x] ⊗ℤ ℂ = ℂ[x]

(ii) Let 𝐶 = Specℂ[𝑥, 𝑦]⟋(𝑦 − 𝑥2) and 𝐿 = Specℂ[𝑥, 𝑦]⟋(𝑦). We have natural closed im-
mersions 𝐶 → 𝔸2ℂ and 𝐿 → 𝔸2ℂ. One can show that

𝐶 ×𝔸2ℂ 𝐿 = Specℂ[𝑥]⟋(𝑥2)

representing the intersection.

4.5. Schemes over a base
In scheme theory, we often fix a scheme𝑆 called the base scheme, and consider other schemes
with a fixed map to 𝑆. These form a category of schemes over 𝑆, where the morphisms are
the morphisms of schemes 𝑓 ∶ 𝑋 → 𝑌 such that the following diagram commutes.

𝑋 𝑌

𝑆

𝑓

This is known as Grothendieck’s relative point of view. Typically, 𝑆 is the spectrum of a field
or a ring. Note that every scheme has a unique morphism to Specℤ, so the category of
schemes is isomorphic to the category of schemes over Specℤ. The product of 𝑋 and 𝑌 in
the category of schemes over 𝑆 is the fibre product 𝑋 ×𝑆 𝑌 . Analogously, in commutative
algebra, we often consider algebras of a fixed ring, and the category of rings is isomorphic to
the category of ℤ-algebras.

4.6. Separatedness
Recall that a topological space 𝑋 is Hausdorff if and only if the diagonal Δ𝑋 ⊆ 𝑋 × 𝑋 is
closed.
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Definition. Let 𝑋 → 𝑆 be a morphism of schemes. Then the diagonal is the morphism
Δ𝑋/𝑆 ∶ 𝑋 → 𝑋 ×𝑆 𝑋 induced using the universal property by the following diagram.

𝑋

𝑋 ×𝑆 𝑋 𝑋

𝑋 𝑆

id𝑋

id𝑋

We write Δ for Δ𝑋/𝑆 if 𝑋 and 𝑆 are clear from context.

Remark. If 𝑈,𝑉 are open subschemes of 𝑋 and 𝑆 = Spec 𝑘 for a field 𝑘, then

Δ−1(𝑈 ×𝑆 𝑉) = 𝑈 ∩ 𝑉

Definition. Amorphism 𝑋 → 𝑆 is separated if Δ𝑋/𝑆 ∶ 𝑋 → 𝑋 ×𝑆 𝑋 is a closed immersion.

Example. Let 𝑋 = Specℂ[𝑡], let 𝑆 = Specℂ, and induce the map 𝑋 → 𝑆 by the ℂ-algebra
homomorphism ℂ → ℂ[𝑡]. Then

𝑋 ×𝑆 𝑋 = Spec(ℂ[𝑡] ⊗ℂ ℂ[𝑡])

and the diagonal map Δ is induced by the multiplication map

ℂ[𝑡] ⊗ℂ ℂ[𝑡] → ℂ[𝑡]

Note that Δ is closed, as the map ℂ[𝑡] ⊗ℂ ℂ[𝑡] → ℂ[𝑡] is surjective.
Proposition. Let 𝑔 ∶ 𝑋 → 𝑆 be a morphism of schemes. Then there is a factorisation of
Δ𝑋/𝑆 as follows.

𝑈

𝑋 𝑋 ×𝑆 𝑋

closed immersion open immersion

Δ𝑋/𝑆

We say that 𝑔 ∶ 𝑋 → 𝑆 is a locally closed immersion.

Proof. Let 𝑆 be covered by open affine subschemes {𝑉 𝑖}, and suppose 𝑋 is covered by open
affine subschemes {𝑈 𝑖𝑗}, where for some fixed 𝑖, the𝑈 𝑖𝑗 cover 𝑔−1(𝑉 𝑖). We havemorphisms
𝑈 𝑖𝑗 → 𝑉 𝑖 induced by

𝑈 𝑖𝑗 𝑔−1(𝑉 𝑖) 𝑉 𝑖

𝑋 𝑆
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III. Algebraic Geometry

where the commutative square is a fibre product. Observe that 𝑈 𝑖𝑗 ×𝑉𝑖 𝑈 𝑖𝑗 is affine and
open in 𝑋 ×𝑆 𝑋 , and their union contains the image of the diagonal Δ𝑋/𝑆. Also,

Δ−1(𝑈 𝑖𝑗 ×𝑉𝑖 𝑈 𝑖𝑗) = 𝑈 𝑖𝑗 ⊆ 𝑋

Let 𝑈 be the union of the 𝑈 𝑖𝑗 ×𝑉𝑖 𝑈 𝑖𝑗 over all 𝑖, 𝑗. Then the second map in the statement
is clearly an open immersion. Observe that to check if 𝑓 ∶ 𝑇 → 𝑇 ′ is a closed immersion,
it suffices to check locally on the codomain. For each 𝑈 𝑖𝑗 , the diagonal is a map 𝑈 𝑖𝑗 →
𝑈 𝑖𝑗 ×𝑉𝑖 𝑈 𝑖𝑗 , which one can show is a closed immersion.

Proposition. If 𝑋 → 𝑆 is a morphism of affine schemes, then Δ𝑋/𝑆 is a closed immersion.

Proof. Let 𝑋 = Spec𝐴, 𝑆 = Spec𝐵, and let the map 𝑋 → 𝑆 be given by a map 𝐵 → 𝐴. Then
the map 𝐴⊗𝐵 𝐴 → 𝐴 is surjective as required.

Thus every morphism of affine schemes is separated.

Corollary. Let 𝑋 → 𝑆 be a morphism of schemes. If the image of Δ𝑋/𝑆 is closed as a topolo-
gical subspace, then 𝑋 → 𝑆 is separated.

Proof. A locally closed immersion onto a closed subset is a closed immersion.

Example. (i) Recall the bug-eyed line

𝔸1𝑘 ⊔ 𝔸1𝑘⟋∼

where if 𝑈 = 𝔸1𝑘 ∖ {0} ⊆ 𝔸1𝑘 and 𝑉 is defined similarly, we define the isomorphism
𝑉 → 𝑈 by the map 𝑢 ↦ 𝑡 ∶ 𝑘[𝑢, 𝑢−1] → 𝑘[𝑡, 𝑡−1]. We claim that the bug-eyed line is
not separated over Spec 𝑘. We can compute 𝑋 ×𝑆 𝑋 by the gluing construction of the
fibre product. This is a plane with doubled axes and four origins. The diagonal only
contains two of the four origins, and this is not a closed subset.

(ii) Open and closed immersions are are always separated.

(iii) All monomorphisms are separated.

(iv) Compositions of separated morphisms are separated.

(v) Suppose 𝑋 → 𝑆 is separated and 𝑆′ → 𝑆 is an embedding. Then the map 𝑋 ×𝑆 𝑆′ → 𝑆′
that comes from

𝑋 ×𝑆 𝑆′ 𝑋

𝑆′ 𝑆
is also separated. This is called a base extension: the right-hand side of the diagram is
the original morphism 𝑋 → 𝑆, and the left-hand side can be thought of as the same
morphism under a base change.
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Proposition. Let 𝑅 be a ring. The morphism ℙ𝑛𝑅 → Spec𝑅 is separated.
Proposition. We want to show that the map Δ in the following diagram is closed, where
the commutative square is a fibre product.

ℙ𝑛𝑅 ℙ𝑛𝑅 ×𝑅 ℙ𝑛𝑅 ℙ𝑛𝑅

ℙ𝑛𝑅 Spec𝑅

Δ

It suffices to check this result on an open cover of ℙ𝑛𝑅 ×𝑅 ℙ𝑛𝑅. Let 𝐴 = 𝑅[𝑥0,… , 𝑥𝑛] with the
usual grading, so Proj𝐴 = ℙ𝑛𝑅. Then let 𝑈 𝑖 = Spec (𝐴[ 1

𝑥𝑖
])

0
. These 𝑈 𝑖 form an open cover

of ℙ𝑛𝑅. Now,
𝑈 𝑖 ×𝑅 𝑈𝑗 = Spec𝑅[𝑥0𝑥𝑖

,… , 𝑥𝑛𝑥𝑖
, 𝑦0𝑦𝑗

,… , 𝑦𝑛𝑦𝑗
]

Observe that the restriction of Δ to Δ−1(𝑈 𝑖 ×𝑅 𝑈𝑗) is

𝑈 𝑖 ∩ 𝑈𝑗 → 𝑈 𝑖 ×𝑅 𝑈𝑗

given on rings by the map

𝑅[𝑥0𝑥𝑖
,… , 𝑥𝑛𝑥𝑗

][𝑥𝑖𝑥𝑗
] ← 𝑅[𝑥0𝑥𝑖

,… , 𝑥𝑛𝑥𝑖
, 𝑦0𝑦𝑗

,… , 𝑦𝑛𝑦𝑗
]

by changing 𝑦𝑘 into 𝑥𝑘. This is surjective, and the 𝑈 𝑖 ×𝑅 𝑈𝑗 cover ℙ𝑛𝑅 ×𝑅 ℙ𝑛𝑅, so Δ is closed.

Definition. Let 𝑘 = 𝑘 be an algebraically closed field. Let 𝑋 → Spec 𝑘 be a scheme over
Spec 𝑘. We say that 𝑋 is of finite type over Spec 𝑘 if there is a cover of 𝑋 by affines {𝑈𝛼}𝛼 such
that 𝒪𝑋(𝑈𝛼) is finitely generated 𝑘-algebra. We say that 𝑋 is reduced if for all open 𝑈 ⊆ 𝑋 ,
𝒪𝑋(𝑈) has no nilpotent elements.
Definition. Amorphism𝑋 → Spec 𝑘 is a variety if it is reduced, of finite type, and separated.

4.7. Properness
Definition. Let 𝑓 ∶ 𝑋 → 𝑆 be a morphism. Then 𝑓 is of finite type if there exists an affine
cover of 𝑆 by open {𝑉𝛼}𝛼 where 𝑉𝛼 = Spec𝐴𝛼, and covers {𝑈𝛼𝛽}𝛽 of 𝑓

−1(𝑉𝛼) by open affine
subschemes with 𝑈𝛼𝛽 = Spec𝐵𝛼𝛽, such that 𝐵𝛼𝛽 is a finitely generated 𝐴𝛼-algebra, and
{𝑈𝛼𝛽}𝛽 can be chosen to be finite.
Definition. A moprhism 𝑓 ∶ 𝑋 → 𝑆 is closed if it is closed as a map of topological spaces.
It is universally closed if for any 𝑆′ → 𝑆, the induced map 𝑋 ×𝑆 𝑆′ → 𝑆′ is also closed. 𝑓 is
proper if it is separated, of finite type, and universally closed.

Example. (i) Closed immersions are proper.
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(ii) The obvious map 𝔸1𝑘 → Spec 𝑘 is not proper, because it is not universally closed. In-
deed, consider the fibre product

𝔸2𝑘 𝔸1𝑘

𝔸1𝑘 Spec 𝑘

Consider 𝑍 ⊆ 𝔸2𝑘 = Spec 𝑘[𝑥, 𝑦] given by the vanishing locus of 𝑥𝑦 − 1. Then the
projection of 𝑍 onto each axis is not Zariski closed.

(iii) The bug-eyed line is neither separated nor universally closed.

Remark. If 𝑋 → 𝑆 is universally closed, then any base extension 𝑋 ×𝑆 𝑆′ → 𝑆′ is also
universally closed. Similarly, separatedness, properness and being of finite type are stable
under base extension.

Proposition. Let 𝑅 be a commutative ring. Then the morphism ℙ𝑛𝑅 → Spec𝑅 is proper.

Proof. We have already shown that ℙ𝑛𝑅 → Spec𝑅 is separated. It is of finite type by con-
struction. It suffices to prove that the morphism is universally closed for 𝑅 = ℤ, because
ℙ𝑛𝑅 = ℙ𝑛ℤ ×Specℤ Spec𝑅. We must show that for any 𝑌 → Specℤ, the base extension
ℙ𝑛ℤ ×Specℤ 𝑌 → 𝑌 is closed. But 𝑌 is covered by affine schemes of the form Spec𝑅, and
closedness is local on the codomain, it suffices to show that ℙ𝑛𝑅 → Spec𝑅 is closed.
Let 𝑍 ⊆ ℙ𝑛𝑅 be Zariski closed, so 𝑍 is the vanishing locus of homogeneous polynomials
{𝑔1, 𝑔2,… }. We want to show that if 𝜋 is the map ℙ𝑛𝑅 → Spec𝑅, then 𝜋(𝑍) is closed. We need
to find equations for 𝜋(𝑍), or equivalently, we need to characterise the prime ideals 𝔭 of 𝑅
such that 𝜋−1(𝔭) ∩ 𝑍 is nonempty. Let 𝑘(𝔭) = 𝐹𝐹(𝑅⟋𝔭). We have a morphism Spec 𝑘(𝔭) →
Spec𝑅. Let 𝑍𝔭 = 𝑍×Spec𝑅 Spec 𝑘(𝔭); we want to know for which 𝔭 this scheme is nonempty.
If we take the equations 𝑔1, 𝑔2,… and reduce modulo 𝔭, we obtain equations 𝑔1, 𝑔2,…which
are homogeneous polynomials in 𝑘(𝔭). Thus 𝑍𝔭 is nonempty if and only if 𝑔1, 𝑔2,… cut out
more than the origin in 𝔸𝑛+1𝑘(𝔭). In particular, 𝑍𝔭 is nonempty if and only if

√(𝑔1, 𝑔2,… ) ⊉ (𝑥0,… , 𝑥𝑛); ℙ𝑛𝑅 = Proj𝑅[𝑥0,… , 𝑥𝑛]
Equivalently, for all positive integers 𝑑,

(𝑥0,… , 𝑥𝑛)𝑑 ⊈ (𝑔1, 𝑔2,… )
Write 𝐴 = 𝑅[x] with the usual grading. The non-containment condition above holds if and
only if the map

⨁
𝑖
𝐴𝑑−deg𝑔𝑖 → 𝐴𝑑

given by 𝑓𝑖 ↦ 𝑓𝑖𝑔𝑖 in the 𝑖th factor is not surjective modulo 𝔭, or equivalently in 𝑘(𝔭), for
all degrees 𝑑. This condition is given by the maximal minors of the matrix associated to
⨁𝑖 𝐴𝑑−deg𝑔𝑖 → 𝐴𝑑, which is a set of infinitely many polynomials, each in the coefficients of
the 𝑔𝑖.
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4.8. Valuative criteria

From here, we will assume that all schemes are Noetherian; that is, it has a finite cover by
spectra of Noetherian rings.

Definition. A discrete valuation ring is a local principal ideal domain.

Example. (i) ℂ⟦𝑡⟧ is a discrete valuation ring.

(ii) 𝒪𝔸1,0 = {𝑓(𝑡)
𝑔(𝑡)

||| 𝑔(0) ≠ 0} is a discrete valuation ring.

(iii) Similarly, ℤ(𝑝), ℤ𝑝 are discrete valuation rings, where ℤ(𝑝) denotes the localisation of
ℤ at the prime ideal (𝑝), and ℤ𝑝 denotes the 𝑝-adic integers.

We will often drop the word ‘discrete’.

Remark. Let 𝐴 be a valuation ring. In discrete valuation rings, every nonzero prime ideal is
maximal, so Spec𝐴 consists of two points, (0) and the uniquemaximal ideal𝔪. The topology
on Spec𝐴 = {(0),𝔪} has the property that (0) is dense and 𝔪 is closed. This is called the
Sierpiński topology.

Any generator 𝜋 for𝔪 is called a uniformiser or a uniformising parameter. For example, in
ℂ⟦𝑡⟧, every power series with nonzero constant term is a unit, and 𝑡 is a uniformiser.

Given a uniformiser, any nonzero element 𝑎 ∈ 𝐴 can be written as 𝑢𝜋𝑘 where 𝑢 is a unit
and 𝑘 is a unique natural number called the valuation of 𝑎. This gives a map 𝐴 ∖ {0} → ℕ
mapping a value 𝑎 to its valuation; this is independent of the choice of uniformiser.

The field of fractions of 𝐴 is a valued field 𝐾 = 𝐹𝐹(𝐴); the valuation extends to a multi-
plicative function 𝐾 ∖ {0} → ℤ given by the difference of valuations of the numerator and
denominator.

Example. Let 𝐴 = 𝑘⟦𝑡⟧, then 𝐾 = 𝑘⦅𝑡⦆ is the field of Laurent series in one variable in 𝑘.
The valuation is the order of vanishing at zero.

One can consider the open immersion Spec𝐾 → Spec𝐴 as the inclusion from a disc with a
punctured origin to a disc.

Theorem. Let 𝑓 ∶ 𝑋 → 𝑌 be a morphism of schemes. Then 𝑓 is separated if and only if for
any (discrete) valuation ring 𝐴 with function field 𝐾 and diagram

Spec𝐾 𝑋

Spec𝐴 𝑌
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then there exists at most one lift Spec𝐴 → 𝑋 that makes the following diagram commute.

Spec𝐾 𝑋

Spec𝐴 𝑌

Similarly, 𝑓 is universally closed if and only if there exists at least one lift Spec𝐴 → 𝑋 that
makes the diagram commute.

In particular, a morphism is proper if and only if there is a unique lift, and the morphism is
of finite type. The proof is omitted.

Remark. (i) The map ℙ𝑛𝑅 → Spec𝑅 is proper.
(ii) The map 𝔸𝑛𝑅 → Spec𝑅 is not proper, but is separated.
(iii) Closed immersions are proper. In particular, if 𝑍 → ℙ𝑛𝑅 is closed, then 𝑍 → Spec𝑅 is

proper.

(iv) Compositions of proper (respectively separated) morphisms are proper (separated).

(v) If 𝑓 ∶ 𝑋 → 𝑌 is proper, then for any 𝑌 ′ → 𝑌 , the base extension 𝑋 ×𝑌 𝑌 ′ → 𝑌 ′ is also
proper.

Example. We show that 𝔸1𝑘 → Spec 𝑘 is not proper by showing it is not universally closed.
Write 𝔸1𝑘 = Spec 𝑘[𝑥], and consider 𝐴 = 𝑘⟦𝑡⟧ and 𝐾 = 𝑘⦅𝑡⦆.

Spec 𝑘⦅𝑡⦆ 𝔸1𝑘

Spec 𝑘⟦𝑡⟧ Spec 𝑘

𝜑

Themap Spec 𝑘⟦𝑡⟧ → Spec 𝑘 is the obviousmorphism. Let𝜑 be induced by themap on rings
𝑘[𝑥] → 𝑘⦅𝑡⦆ given by 𝑥 ↦ 1

𝑡
. Then the map does not factor through Spec 𝑘⟦𝑡⟧ → Spec 𝑘⦅𝑡⦆,

as required. However, if we replace 𝔸1𝑘 with ℙ1𝑘, there is always an affine chart in ℙ1 such
that 𝜑 is of the form 𝑥 ↦ 𝑡.
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5. Modules over the structure sheaf

5. Modules over the structure sheaf
5.1. Definitions
Example. Letℂ𝑃𝑛 be the varietyℂ𝑛+1 ∖ {0}modulo scaling byℂ. We have a structure sheaf
𝒪ℂ𝑃𝑛 , where if 𝑈 ⊆ ℂ𝑃𝑛 is Zariski open, we define

𝒪ℂ𝑃𝑛(𝑈) = { 𝑃(x)𝑄(x)
||| 𝑃, 𝑄 homogeneous of the same degree, and the ratio is regular at all 𝑝 ∈ 𝑈}

For any integer 𝑑, we can consider a sheaf 𝒪ℂ𝑃𝑛(𝑑) given by

𝒪ℂ𝑃𝑛(𝑑)(𝑈) = { 𝑃(x)𝑄(x)
||| 𝑃, 𝑄 homogeneous, deg𝑃 − deg𝑄 = 𝑑, and regular at all 𝑝 ∈ 𝑈}

This is a sheaf of groups, but not a sheaf of rings as it is not closed under multiplication for
𝑑 ≠ 0. Note that 𝒪ℂ𝑃𝑛(𝑑)(𝑈) is a module over 𝒪ℂ𝑃𝑛(𝑈), and the multiplication commutes
with restriction.

Example. Let 𝐴 be a ring, and let 𝑀 be an 𝐴-module. We define the sheaf ℱ𝑀 = 𝑀sh on
Spec𝐴 as follows. If 𝑈 ⊆ Spec𝐴 is a distinguished open 𝑈 = 𝑈𝑓, then we set

ℱ𝑀(𝑈) = 𝑀𝑓

which is the module𝑀 localised at 𝑓. This defines a sheaf on a base, and hence extends to
a unique sheaf on Spec𝐴.
Definition. Let (𝑋, 𝒪𝑋) be a ringed space. A sheaf of 𝒪𝑋 -modules on 𝑋 is a sheaf ℱ of
abelian groups together with amultiplicationℱ(𝑈)×𝒪𝑋(𝑈) → ℱ(𝑈) that makesℱ(𝑈) into
an 𝒪𝑋(𝑈)-module, that is compatible with restriction.

ℱ(𝑉) × 𝒪𝑋(𝑉) ℱ(𝑉)

ℱ(𝑈) × 𝒪𝑋(𝑈) ℱ(𝑈)

Similarly, we can define a sheaf of 𝒪𝑋 -algebras. A morphism between sheaves of modules
𝜑 ∶ ℱ → 𝒢 on 𝑋 is a homomorphism of sheaves of abelian groups that is compatible with
multiplication.

Givenmorphisms of sheaves ofmodules on𝑋 , we can locally take kernels, cokernels, images,
direct sums, tensor products, hom functors, and all of these extend to sheaves of modules.
In the case of cokernels, images, and tensor products, we require a sheafification step. For
example, the presheaf tensor product ℱ ⊗𝒪𝑋 𝒢 associated to an open set 𝑈 ⊆ 𝑋 is given by
ℱ(𝑈) ⊗𝒪𝑋 (𝑈) 𝒢(𝑈); the sheaf tensor product is given by sheafification.
Given a morphism of ringed spaces or schemes 𝑓 ∶ 𝑋 → 𝑌 , the pushforward of an 𝒪𝑋 -
module ℱ is the sheaf of abelian groups 𝑓⋆ℱ. As a morphism of ringed spaces, we also
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have a map 𝑓♯ ∶ 𝒪𝑌 → 𝑓⋆𝒪𝑋 , giving 𝑓⋆ℱ an 𝒪𝑌 -module structure. Given an open set
𝑈 ⊆ 𝑌 , 𝑎 ∈ 𝒪𝑌 (𝑈), and 𝑚 ∈ 𝑓⋆ℱ(𝑈) = ℱ(𝑓−1(𝑈)), we define 𝑎 ⋅ 𝑚 = 𝑓♯(𝑎) ⋅ 𝑚, where
𝑓♯(𝑎) ∈ 𝒪𝑋(𝑓−1(𝑈)).

Conversely, if 𝒢 is a sheaf of 𝒪𝑌 -modules, we define

𝑓⋆𝒢 = 𝑓−1𝒢 ⊗𝑓−1𝒪𝑌 𝒪𝑋

where the 𝑓−1𝒪𝑌 -module structure on 𝒪𝑋 is defined via the adjoint to 𝑓♯.

5.2. Quasi-coherence
Definition. A quasi-coherent sheaf ℱ on a scheme 𝑋 is a sheaf of 𝒪𝑋 -modules such that
there exists a cover of 𝑋 by affines {𝑈 𝑖} such that ℱ|𝑈𝑖

is the sheaf associated to a module
over the ring 𝒪𝑋(𝑈 𝑖). If these modules can be taken to be finitely generated, we say ℱ is
coherent.

Example. (i) On any scheme 𝑋 , 𝒪𝑋 is quasi-coherent (and, in fact, coherent).

(ii) ⨁𝐼 𝒪𝑋 is quasi-coherent, but not coherent if 𝐼 is infinite.

(iii) If 𝑖 ∶ 𝑋 → 𝑌 is a closed immersion, then 𝑖⋆𝒪𝑋 is a quasi-coherent 𝒪𝑌 -module. Let
𝑈 ⊆ 𝑌 be an affine open set, so 𝑈 = Spec𝐴. Then 𝑋 ∩ 𝑈 → 𝑈 gives an ideal 𝐼 ⊆ 𝐴
which is the kernel of the surjection𝒪𝑌 (𝑈) → 𝒪𝑋(𝑋 ∩𝑈). On 𝑈 , 𝑖⋆𝒪𝑋 |𝑈 is the sheaf
associated to the 𝐴-module 𝐴⟋𝐼.

Proposition. An 𝒪𝑋 -module ℱ is quasi-coherent if and only if for any affine open 𝑈 ⊆ 𝑋
with 𝑈 = Spec𝐴, ℱ|𝑈 is the sheaf associated to a module over 𝐴.

We first prove the following key technical lemma.

Lemma. Let 𝑋 = Spec𝐴, 𝑓 ∈ 𝐴, and ℱ a quasi-coherent 𝒪𝑋 -module. Let 𝑠 ∈ Γ(𝑋, ℱ).
Then

(i) If 𝑠 restricts to 0 on 𝑈𝑓, then 𝑓𝑛𝑠 = 0 for some 𝑛 ≥ 1.

(ii) If 𝑡 ∈ ℱ(𝑈𝑓), then 𝑓𝑛𝑡 is the restriction of a global section of ℱ over 𝑋 for some 𝑛 ≥ 1.

Proof. There exists some cover of𝑋 by schemes of the formSpec𝐵 = 𝑉 , such that ℱ|𝑉 = 𝑀sh

for𝑀 a𝐵-module. We can cover each such𝑉 by distinguished affines of the form𝑈𝑔 for some
𝑔 ∈ 𝐴. Then ℱ|𝑈𝑔

= (𝑀 ⊗𝐵 𝐴𝑔)sh, as 𝐹|𝑉 is quasi-coherent. But recall that Spec𝐴 is quasi-
compact: every open cover has a finite subcover. So finitely many 𝑈𝑔𝑖 will suffice to cover
𝑋 by open sets such that ℱ restricts to 𝑀sh

𝑖 on 𝑈𝑔𝑖 . Then the lemma follows from formal
properties of localisation.

We now prove the main proposition.
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Proof. Given 𝑈 ⊆ 𝑋 , observe that ℱ|𝑈 is also quasi-coherent. We can thus reduce the state-
ment to the case where𝑋 = Spec𝐴. Nowwe take𝑀 = Γ(𝑋,ℱ), and let𝑀sh be the associated
sheaf. We claim that 𝑀sh ≅ ℱ. Let 𝛼 ∶ 𝑀sh → ℱ be the map given by restriction (for ex-
ample via stalks). Then 𝛼 is an isomorphism at the level of stalks by the above lemma, so is
an isomorphism globally.

In particular, the quasi-coherent sheaves of modules over Spec𝐴 are precisely the modules
over 𝐴. The coherent sheaves of modules over Spec𝐴 are precisely the finitely-generated
modules over 𝐴.

Proposition. (i) Images, kernels, and cokernels of maps of (quasi-)coherent sheaves re-
main (quasi-)coherent.

(ii) If 𝑓 ∶ 𝑋 → 𝑆 is a morphism of schemes and ℱ is a (quasi-)coherent sheaf of modules
on 𝑆, then 𝑓⋆ℱ is also (quasi-)coherent.

(iii) If 𝑓 ∶ 𝑋 → 𝑆 is a morphism of schemes and 𝒢 is a quasi-coherent sheaf on 𝑋 , then
𝑓⋆𝒢 is also quasi-coherent.

The proofs are omitted and non-examinable. Note that (iii) need not hold for coherent
sheaves: let 𝑓 ∶ 𝔸1𝑘 → Spec 𝑘 be the obvious map, and consider 𝑓⋆𝒪𝔸1𝑘

. This is a quasi-
coherent sheaf on Spec 𝑘, so is a 𝑘-vector space, which is 𝑘[𝑡]. As a module, this is not
finitely generated. Observe that if 𝑓 ∶ ℙ1𝑘 → Spec 𝑘, then 𝑓⋆𝒪ℙ1

𝑘
is the sheaf associated to 𝑘.

In general, if 𝒢 is a coherent sheaf on 𝑋 and 𝑓 ∶ 𝑋 → 𝑆 is proper, then 𝑓⋆𝒢 is coherent.

Let 𝐴 be a graded ring, with the usual assumptions on its generators. To build Proj𝐴, we
consider the cover by Spec (𝐴[ 1

𝑓
]
0
) for 𝑓 ∈ 𝐴1. We can produce a similar construction for

modules.

Let𝑀 be a graded 𝐴-module, that is,

𝑀 =⨁
𝑑∈ℤ

𝑀𝑑

where each𝑀𝑑 is an abelian group,𝑀 is an𝐴-module, and𝐴𝑖𝑀𝑗 ⊆ 𝑀𝑖+𝑗 . Consider the sheaf
determined by the association

Proj𝐴 ⊇ 𝑈𝑓 ↦ (𝑀[1𝑓])0

To each 𝑈𝑓 = 𝕍(𝑓)𝑐, we associate the degree zero elements of the localisation of 𝑀 at 𝑓.
This gives a quasi-coherent sheaf on Proj𝐴 by identical arguments as in the Proj construc-
tion.

Definition. Let 𝑋 be a scheme and ℱ be a quasi-coherent 𝒪𝑋 -module. We say that ℱ is

(i) free, if ℱ ≃ 𝒪⊕𝐼
𝑋 for some set 𝐼;
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(ii) an (algebraic) vector bundle or locally free if there exists an open cover {𝑈 𝑖} such that
ℱ|𝑈𝑖

is free;

(iii) a line bundle or an invertible sheaf if it is a vector bundle that is locally isomorphic to
𝒪𝑋 .

Note that such sheaves are coherent if and only if the index sets 𝐼 can be taken to be fi-
nite.

5.3. Coherent sheaves on projective schemes
Definition. Let 𝐴 be a graded ring, and let𝑀 be a graded 𝐴-module. For 𝑑 ∈ ℤ, we define
𝑀(𝑑), called𝑀 twisted by 𝑑, to be the module such that

(𝑀(𝑑))𝑘 = 𝑀𝑘+𝑑

Definition. Let 𝑋 = Proj𝐴 where 𝐴 is a graded ring and let 𝑑 ∈ ℤ. The sheaf 𝒪𝑋(𝑑) is
defined to be the sheaf associated to the graded module 𝐴(𝑑). In particular, 𝒪𝑋(1) is called
the twisting sheaf.

Remark. 𝒪𝑋(𝑑) = 𝒪𝑋(1)⊗𝑑. Note that the tensor product of graded modules is additive in
the grading.

Example. Consider Proj 𝑘[𝑥0,… , 𝑥𝑛] = ℙ𝑛𝑘. The global sections of 𝒪ℙ𝑛
𝑘
(𝑑) are homogen-

eous degree 𝑑 polynomials in the 𝑥𝑖. In particular, if 𝑑 < 0, then Γ(ℙ𝑛𝑘, 𝒪ℙ𝑛
𝑘
(𝑑)) = 0.

Definition. An 𝒪𝑋 -module ℱ is called globally generated or generated by global sections if
it is a quotient of 𝒪⊕𝑟

𝑋 for some 𝑟; that is, is there is a surjective map of coherent sheaves
𝒪⊕𝑟
𝑋 → ℱ. Equivalently, there exist elements 𝑠1,… , 𝑠𝑟 ∈ Γ(𝑋,ℱ) such that {𝑠𝑖} generate the

stalks ℱ𝑝 over 𝒪𝑋,𝑝 for all 𝑝 ∈ 𝑋 .

Theorem. Let 𝑖 ∶ 𝑋 ↣ ℙ𝑛𝑅 be a closed immersion. Let 𝒪𝑋(1) be the restriction of 𝒪ℙ𝑛
𝑅
(1),

so 𝒪𝑋(1) = 𝑖⋆𝒪ℙ𝑛
𝑅
(1). Let ℱ be a coherent sheaf on 𝑋 . Then there exists an integer 𝑑0 such

that for all 𝑑 ≥ 𝑑0, the sheaf
ℱ(𝑑) = ℱ ⊗𝒪𝑋 𝒪𝑋(𝑑)

is globally generated.

Proof. By formal properties, it is equivalent to show the statement for 𝑖⋆ℱ; that is, 𝑖⋆ℱ(𝑑) is
globally generated on ℙ𝑛𝑅. Write ℙ𝑛𝑅 = Proj[𝑥0,… , 𝑥𝑛], and cover ℙ𝑛𝑅 by 𝑈 𝑖 = Spec𝐵𝑖 where
𝐵𝑖 = 𝑅[𝑥0

𝑥𝑖
]. We know that ℱ|𝑈𝑖

= 𝑀sh
𝑖 , and𝑀𝑖 is a finitely generated 𝐵𝑖-module. Let {𝑠𝑖𝑗}

be generators for 𝑀𝑖. We claim that the sections {𝑥𝑑𝑖 𝑠𝑖𝑗}𝑗 of ℱ(𝑑)|𝑈𝑖
(𝑈 𝑖) are restrictions of

global sections 𝑡𝑖𝑗 of ℱ(𝑑) for sufficiently large 𝑑. Such 𝑑 can be chosen to be independent
of 𝑖 and 𝑗. Indeed, if 𝑠𝑖𝑗 is an element of𝑀𝑖 = ℱ(𝑈 𝑖) and 𝑥𝑖 ∈ 𝒪𝑋(1) = 𝒪ℙ𝑛𝑟 (1), we can show
that 𝑥𝑑𝑖 𝑠𝑖𝑗 ∈ (𝐹 ⊗ 𝒪(𝑑))(𝑈 𝑖) is a restriction of a global section.
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Now, on 𝑈 𝑖, the 𝑠𝑖𝑗 generate𝑀sh
𝑖 , but we have a morphism of sheaves ℱ → ℱ(𝑑), mapping

𝑠 to 𝑥𝑑𝑖 𝑠 ≔ 𝑠 ⊗ 𝑥𝑑𝑖 . This map is globally defined, but on 𝑈 𝑖 this restricts to an isomorphism
ℱ|𝑈𝑖

→ ℱ(𝑑)|𝑈𝑖
as 𝑥𝑖 is invertible on 𝑈 𝑖. Since the {𝑠𝑖𝑗} generate ℱ|𝑈𝑖

, the 𝑥𝑑𝑖 𝑠𝑗 generate
ℱ(𝑑)|𝑈𝑖

. Thus, the 𝑡𝑖𝑗 globally generate ℱ(𝑑).

Corollary. Let 𝑖 ∶ 𝑋 ↣ ℙ𝑛𝑅 be a closed immersion. Let ℱ be a coherent sheaf on 𝑋 . Then ℱ
is a quotient of 𝒪(−𝑑)⊕𝑁 for some sufficiently large 𝑁 and some 𝑑 ∈ ℤ.
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III. Algebraic Geometry

6. Divisors

6.1. Height and dimension

Recall that for a prime ideal 𝔭 in 𝑅, its height is the largest 𝑛 such that there exists a chain of
inclusions of prime ideals

𝔭0 ⊊ 𝔭1 ⊊ ⋯ ⊊ 𝔭𝑛 = 𝔭

For example, if 𝑅 is an integral domain, a prime ideal is of height 1 if and only if no nonzero
prime ideal is strictly contained within it.

Example. (i) In any integral domain, (0) has height 0.

(ii) In ℂ[𝑥, 𝑦], the ideal (𝑥) has height 1, and the ideal (𝑥, 𝑦) has height 2.

It can be shown that in a unique factorisation domain, every prime ideal of height 1 is prin-
cipal.

We will globalise the notion of height 1 prime ideals, giving Weil divisors, and also the no-
tion of principal ideals, giving Cartier divisors. In the case of Weil divisors, we will assume
that the ambient scheme 𝑋 is Noetherian, integral, separated, and regular in codimension
1.

If 𝑋 is integral and 𝑈 = Spec𝐴 is an open affine, then the ideal (0) ⊆ 𝐴 is called the gen-
eric point of 𝑋 . Each open affine is dense as they are irreducible, so they have a nontrivial
intersection, including their generic points. The generic points given by each 𝑈 therefore
coincide in 𝑋 . This point is often denoted by 𝜂 or 𝜂𝑋 .

Definition. Let 𝑋 be a scheme.

(i) The dimension of 𝑋 is the length 𝑛 of the longest chain of nonempty closed irreducible
subsets

𝑍0 ⊊ 𝑍1 ⊊ ⋯ ⊊ 𝑍𝑛

(ii) Let 𝑍 ⊆ 𝑋 be closed and irreducible. The codimension of 𝑋 is the length 𝑛 of the
longest chain

𝑍 = 𝑍0 ⊊ 𝑍1 ⊊ ⋯ ⊊ 𝑍𝑛

(iii) If 𝑋 is a Noetherian topological space, so every decreasing sequence of closed subsets
stabilises, then every closed 𝑍 ⊆ 𝑋 has a decomposition into finitely many irreducible
closed subsets.

(iv) Suppose 𝑋 is Noetherian, integral, and separated. We say that 𝑋 is regular in codimen-
sion 1 if for every subspace 𝑌 ⊆ 𝑋 that is closed, irreducible, and of codimension 1, if
𝜂𝑌 denotes the generic point of 𝑌 , then 𝒪𝑋,𝜂𝑌 is a discrete valuation ring, or equival-
ently a local principal ideal domain.
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6.2. Weil divisors
Definition. Let 𝑋 be Noetherian, integral, separated, and regular in codimension 1. A
prime divisor on 𝑋 is an integral closed subscheme of codimension 1. A Weil divisor on
𝑋 is an element of the free abelian group Div(𝑋) generated by the prime divisors.

We will write 𝐷 ∈ Div(𝑋) as∑𝑖 𝑛𝑌𝑖 [𝑌 𝑖] where the 𝑌 𝑖 are prime divisors.

Definition. AWeil divisor∑𝑖 𝑛𝑌𝑖 [𝑌 𝑖] is effective if all 𝑛𝑌𝑖 are nonnegative.

If 𝑋 is integral, for Spec𝐴 = 𝑈 ⊆ 𝑋 , the local ring 𝒪𝑋,𝜂 is a field, as it is in particular the
fraction field of𝐴. Indeed, because 𝜂 is contained in every open affine,𝒪𝑋,𝜂 permits arbitrary
denominators.

Let 𝑓 ∈ 𝒪𝑋,𝜂𝑋 = 𝑘(𝑋) be nonzero. Since for every prime divisor 𝑌 ⊆ 𝑋 , the ring 𝒪𝑋,𝜂𝑌
is a discrete valuation ring, we can calculate the valuation 𝜈𝑌 (𝑓) of 𝑓 in this ring. We thus
define the divisor

div(𝑓) = ∑
𝑌⊆𝑋 prime

𝜈𝑌 (𝑓)[𝑌]

We claim that this is a Weil divisor; that is, the sum is finite.

Proposition. The sum
∑

𝑌⊆𝑋 prime
𝜈𝑌 (𝑓)[𝑌]

is finite.

Proof. Let𝑓 ∈ 𝑘(𝑋)×, and choose𝐴 such that𝑈 = Spec𝐴 is an affine open, so𝐹𝐹(𝐴) = 𝑘(𝑋).
We can also require that 𝑓 ∈ 𝐴 by localising at the denominator, so 𝑓 is regular on 𝑈 . Then
𝑋 ∖𝑈 is closed and of codimension at least 1, so only finitely many primeWeil divisors 𝑌 of
𝑋 are contained in 𝑋 ∖ 𝑈 . On 𝑈 , as 𝑓 is regular, 𝜈𝑌 (𝑓) ≥ 0 for all 𝑌 . But 𝜈𝑌 (𝑓) > 0 if and
only if 𝑌 is contained in 𝕍(𝑓) ⊆ 𝑈 , and by the same argument, there are only finitely many
such 𝑌 .

Definition. AWeil divisor of the form div(𝑓) is called principal. In Div(𝑋), the set of prin-
cipal divisors form a subgroup Prin(𝑋), and we define the Weil divisor class group of 𝑋 to
be

Cl(𝑋) = Div(𝑋)⟋Prin(𝑋)

Remark. (i) Let 𝐴 be a Noetherian domain. Then 𝐴 is a unique factorisation domain
if and only if 𝐴 is integrally closed and Cl(Spec𝐴) is trivial. This is related to the fact
that in unique factorisation domains, all primes of height 1 are principal. In particular,
there exist rings with nontrivial class groups of their spectra.

(ii) Cl(𝔸𝑛𝑘) = 0.

(iii) Cl(ℙ𝑛𝑘) ≅ ℤ; we will prove this shortly.
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(iv) Let 𝑍 ⊆ 𝑋 is closed, and let𝑈 = 𝑋 ∖𝑍. Then there is a surjective map Cl(𝑋) ↠ Cl(𝑈),
defined by [𝑌] ↦ [𝑌 ∩𝑈], but instead mapping [𝑌] to zero if 𝑌 ∩𝑈 = ∅. This is well-
defined, as 𝑘(𝑋) and 𝑘(𝑈) are naturally isomorphic, so principal divisors are mapped
to principal divisors. For surjectivity, note that given a prime Weil divisor 𝐷 ⊆ 𝑈 , its
closure 𝐷 in 𝑋 is a prime Weil divisor that restricts to 𝐷 under the map.

(v) If 𝑍 has codimension at least 2, then Cl(𝑋) ↠ Cl(𝑈) is an isomorphism. This is be-
cause 𝑍 does not enter the definition of Cl(𝑋).

(vi) If 𝑍 ⊆ 𝑋 is integral, closed, and of codimension 1, there is an exact sequence

ℤ Cl(𝑋) Cl(𝑈) 01↦[𝑍]

called the excision exact sequence. Indeed, the kernel of Cl(𝑋) → Cl(𝑈) are exactly
the divisors in 𝑋 contained in 𝑍.

Proposition. Let 𝑘 be a field. Then, Cl(ℙ𝑛𝑘) ≅ ℤ.

Proof. Let 𝐷 ⊆ ℙ𝑛 be integral, closed, and of codimension 1. Then 𝐷 = 𝕍(𝑓) where 𝑓 is
homogeneous of some degree 𝑑; we will define deg(𝐷) = 𝑑. We extend linearly to obtain a
homomorphism deg ∶ Div(ℙ𝑛𝑘) → ℤ. We claim that this gives an isomorphism Cl(ℙ𝑛𝑘) → ℤ.
First, this is well defined on classes, since if 𝑓 = 𝑔

ℎ
is a rational function, then 𝑔 and ℎ are

homogeneous polynomials of the same degree, so deg(div(𝑓)) = 0. This is surjective, by
taking 𝐻 = 𝕍(𝑥0) for 𝑥0 homogeneous linear. For injectivity, suppose 𝐷 = ∑𝑛𝑌𝑖 [𝑌 𝑖] with
∑𝑛𝑌𝑖 deg(𝑌 𝑖) = 0. Write𝑌 𝑖 = 𝕍(𝑔𝑖), and let 𝑓 = ∏𝑔𝑛𝑌𝑖𝑖 . Now 𝑓 is a homogeneous rational
function of degree zero.

6.3. Cartier divisors
Let 𝑋 be a scheme. Consider the presheaf on 𝑋 given by mapping 𝑈 = Spec𝐴 to 𝑆−1𝐴
where 𝑆 is the set of all elements that are not zero divisors. Sheafification yields the sheaf
of rings 𝒦𝑋 . Define 𝒦⋆

𝑋 ⊆ 𝒦𝑋 to be the subsheaf of invertible elements; this is a sheaf of
abelian groups under multiplication. If 𝑋 is integral, then𝒦𝑋 is the constant sheaf, where
the constant field is 𝒪𝑋,𝜂𝑋 = 𝐹𝐹(𝐴) for any affine open Spec𝐴.

Similarly, let𝒪⋆
𝑋 ⊆ 𝒪𝑋 be the subsheaf of invertible elements. Thus, every section of𝒦

⋆
𝑋⟋𝒪⋆

𝑋
can be prescribed by {(𝑈 𝑖, 𝑓𝑖)} where 𝑈 𝑖 is a cover of 𝑋 , 𝑓𝑖 is a section of𝒦⋆

𝑋(𝑈 𝑖), and that
on 𝑈 𝑖 ∩ 𝑈𝑗 , the ratio 𝑓𝑖⟋𝑓𝑗 lies in 𝒪

⋆
𝑋(𝑈 𝑖 ∩ 𝑈𝑗).

Definition. A Cartier divisor is a global section of the sheaf𝒦⋆
𝑋⟋𝒪⋆

𝑋
.

We have a surjective sheaf homomorphism 𝒦⋆
𝑋 → 𝒦𝑋

⋆⟋𝒪⋆
𝑋
, but a global section of 𝒦

𝑋
⋆⟋𝒪⋆

𝑋
is not necessarily the image of a global section of𝒦⋆

𝑋 .
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Definition. The image of Γ(𝑋,𝒦⋆
𝑋) in Γ(𝑋,𝒦

⋆
𝑋⟋𝒪⋆

𝑋
) is the set of principal Cartier divisors.

The Cartier class group is the quotient

Γ(𝑋,𝒦⋆
𝑋⟋𝒪⋆

𝑋
)⟋imΓ(𝑋,𝒦⋆

𝑋)

A section 𝒟 ∈ Γ(𝑋,𝒦⋆
𝑋⟋𝒪⋆

𝑋
) can be specified by {(𝑈 𝑖, 𝑓𝑖)} where the {𝑈 𝑖} form an open

cover and 𝑓𝑖 ∈ 𝒦⋆
𝑋(𝑈 𝑖), such that on 𝑈 𝑖 ∩ 𝑈𝑗 , the quotient

𝑓𝑖
𝑓𝑗
lies in 𝒪⋆

𝑋(𝑈 𝑖 ∩ 𝑈𝑗).

Let 𝑋 be Noetherian, integral, separated, and regular in codimension 1. Given a Cartier
divisor 𝒟 ∈ Γ(𝑋,𝒦⋆

𝑋⟋𝒪⋆
𝑋
), we obtain a Weil divisor as follows. If 𝑌 ⊆ 𝑋 is a prime Weil

divisor and its generic point is 𝜂𝑌 , we represent 𝒟 by {(𝑈 𝑖, 𝑓𝑖)} and set 𝑛𝑌 to be 𝜈𝑌 (𝑓𝑖) for
some 𝑈 𝑖 containing 𝜂𝑌 . Then we obtain the Weil divisor

∑
𝑌⊆𝑋

𝑛𝑌 [𝑌]

This is well-defined: if 𝜂𝑌 is contained in both 𝑈 𝑖 and 𝑈𝑗 , the valuations of 𝑓𝑖 and 𝑓𝑗 dif-
fer by 𝜈𝑌(

𝑓𝑖
𝑓𝑗
), but 𝑓𝑖

𝑓𝑗
is a unit, so has valuation zero. Similarly, one can show that this is

independent of the choice of representative of𝒟.
Proposition. Let 𝑋 be Noetherian, integral, separated, and regular in codimension 1. Sup-
pose that all local rings 𝒪𝑋,𝑥 are unique factorisation domains. Then the association of a
Weil divisor to each Cartier divisor is a bijection, and furthermore, is a bijection of principal
divisors.

Proof sketch. If 𝑅 is a unique factorisation domain, then all height 1 prime ideals are prin-
cipal. If 𝑥 ∈ 𝑋 , then 𝒪𝑋,𝑥 is a unique factorisation domain by hypothesis, so given a Weil
divisor 𝐷, we can restrict it to Spec𝒪𝑋,𝑥 → 𝑋 . But on Spec𝒪𝑋,𝑥, 𝐷 is given by 𝕍(𝑓𝑥) as 𝒪𝑋,𝑥
is a unique factorisation domain. 𝑓𝑥 extends to some neighbourhood 𝑈𝑥 containing 𝑥, then
the 𝑓𝑥 can be glued to form a Cartier divisor. This can be checked to be bijective.

Given a Cartier divisor 𝐷 on 𝑋 with representative {(𝑈 𝑖, 𝑓𝑖)}, we can define 𝐿(𝒟) ⊆ 𝒦𝑋 to
be the sub-𝒪𝑋 -module generated on 𝑈 𝑖 by 𝑓−1𝑖 . Note that if 𝑋 = Spec𝐴 where 𝐴 is integral,
and𝒟 = {(𝑋, 𝑓)} where 𝑓 ∈ 𝐴, then 𝐴𝑓 ⊆ 𝐹𝐹(𝐴) is an 𝐴-module.
Proposition. The sheaf 𝐿(𝒟) is a line bundle.
Proposition. On 𝑈 𝑖, we have an isomorphism 𝒪𝑈𝑖 → 𝐿(𝒟)|𝑈𝑖

given by 1 ↦ 𝑓−1𝑖 .

Consider 𝑋 = ℙ𝑛𝑘, and let 𝐷 be the Weil divisor 𝕍(𝑥0). Let 𝒟 be the corresponding Cartier
divisor. One can show that 𝒪ℙ𝑛

𝑘
(1) ≅ 𝐿(𝒟).

Remark. A line bundle 𝐿 on 𝑋 has an ‘inverse’ under the tensor product; that is, defining
𝐿−1 = Hom𝒪𝑋 (𝐿, 𝒪𝑋), we obtain 𝐿⊗𝒪𝑋 𝐿−1 = 𝒪𝑋 . Tensor products of line bundles are also
line bundles. If all Weil divisors are Cartier, then 𝐿(𝒟 + ℰ) = 𝐿(𝒟) ⊗ 𝐿(ℰ).
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III. Algebraic Geometry

Definition. The Picard group of 𝑋 is the set of line bundles on 𝑋 up to isomorphism, which
forms an abelian group under the tensor product.

Under mild assumptions, for example assuming that 𝑋 is integral, the map 𝒟 ↦ 𝐿(𝒟) is
surjective, and the kernel is exactly the set of principal Cartier divisors.
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7. Sheaf cohomology

7. Sheaf cohomology
7.1. Introduction and properties
We have previously seen that if 𝑋 = 𝔸2 ∖ {(0, 0)}, then 𝒪𝑋(𝑋) ≅ 𝒪𝔸2(𝔸2) ≅ 𝑘[𝑥, 𝑦]. Given a
topological space 𝑋 and a sheaf ℱ of abelian groups, there is a series of cohomology groups
𝐻𝑖(𝑋, ℱ) for 𝑖 ∈ ℕ. The definition will be omitted. These groups have the following fea-
tures.

(i) The group 𝐻0(𝑋, ℱ) is precisely Γ(𝑋,ℱ).
(ii) If 𝑓 ∶ 𝑌 → 𝑋 is continuous, there is an induced map 𝑓⋆ ∶ 𝐻𝑖(𝑋, ℱ) → 𝐻𝑖(𝑌, 𝑓−1ℱ).
(iii) Given a short exact sequence of sheaves

0 ℱ ℱ′ ℱ″ 0

we obtain a long exact sequence

0 𝐻0(𝑋, ℱ) 𝐻0(𝑋, ℱ′) 𝐻0(𝑋, ℱ″)

𝐻1(𝑋, ℱ) 𝐻1(𝑋, ℱ′) 𝐻1(𝑋, ℱ″)

𝐻2(𝑋, ℱ) ⋯

(iv) If 𝑋 is an affine scheme and ℱ is a quasi-coherent sheaf, then 𝐻𝑖(𝑋, ℱ) = 0 for all
𝑖 > 0.

(v) Cohomology commutes with taking direct sums of sheaves.

(vi) If 𝑋 is a Noetherian separated scheme, then 𝐻𝑖(𝑋, ℱ) can be computed from the sec-
tions of ℱ on an open affine cover {𝑈 𝑖} and from the data of the restrictions to ℱ(𝑈 𝑖 ∩
𝑈𝑗), ℱ(𝑈 𝑖 ∩ 𝑈𝑗 ∩ 𝑈𝑘) and so on. This can be done by considering Čech cohomology.

7.2. Čech cohomology
Let 𝑋 be a topological space, and letℱ be a sheaf on 𝑋 . Let𝒰 = {𝑈 𝑖}𝑖∈𝐼 be a fixed open cover
of 𝑋 , indexed by a well-ordered set 𝐼. In this course, we will take 𝐼 = {1,… ,𝑁}, and write
𝑈 𝑖0…𝑖𝑝 = 𝑈 𝑖0 ∩⋯∩𝑈 𝑖𝑝 . Čech cohomology attaches data to the triple (𝑋, ℱ,𝒰). The group
of Čech 𝑝-cochains is

𝐶𝑝(𝒰,ℱ) = ∏
𝑖0<⋯<𝑖𝑝

ℱ(𝑈 𝑖0…𝑖𝑝)

There is a differential
𝑑 ∶ 𝐶𝑝(𝒰,ℱ) → 𝐶𝑝+1(𝒰,ℱ)
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where the 𝑖0,… , 𝑖𝑝+1 component of 𝑑𝛼 is given by

(𝑑𝛼)𝑖0…𝑖𝑝+1 =
𝑝+1
∑
𝑘=0

(−1)𝑘 𝛼𝑖0… ̂𝑖𝑘…𝑖𝑝+1
|||𝑈𝑖0…𝑖𝑝+1

where ̂𝑖𝑘 denotes that the element 𝑖𝑘 of the sequence is omitted. One can easily show that
𝑑2 ∶ 𝐶𝑝 → 𝐶𝑝+2 is the zero map. Thus, {𝐶𝑝(𝒰,ℱ)}𝑝 has the structure of a cochain com-
plex.

Definition. The 𝑖th Čech cohomology of (𝑋, ℱ,𝒰) is the 𝑖th cohomology group of the co-
chain complex:

�̌�𝑖(𝑋, ℱ) = ker(𝐶𝑖(𝒰,ℱ) 𝑑−→ 𝐶𝑖+1(𝒰,ℱ))

im(𝐶𝑖−1(𝒰,ℱ) 𝑑−→ 𝐶𝑖(𝒰,ℱ))

Example. Let 𝑋 = 𝑆1 be the usual circle. Let ℱ be the constant sheaf ℤ; on any connected
open set this sheaf has value ℤ, and for a general open set with 𝑛 connected components,
this sheaf has value ℤ𝑛. Let 𝒰 = {𝑈, 𝑉} where 𝑈,𝑉 are obtained by deleting disjoint closed
intervals from the circle, giving an open cover with 𝑈,𝑉 ≅ ℝ. We have

𝐶0(𝒰, ℤ) = ℤ2

as there is one copy of ℤ for 𝑈 and one for 𝑉 . Also,

𝐶1(𝒰, ℤ) = ℤ2

given by ℤ(𝑈 ∩ 𝑉). The differential is (𝑎, 𝑏) ↦ (𝑏 − 𝑎, 𝑏 − 𝑎), so

�̌�0(𝒰, ℤ) ≅ ℤ = ker𝑑

and
�̌�1(𝒰, ℤ) ≅ ℤ = coker𝑑

Remark. (i) These Čech cohomology groups are equal to the corresponding singular co-
homology groups of 𝑆1.

(ii) Note that �̌� is typically only well-behaved when 𝒰 is also well-behaved. That is,
�̌�𝑖(𝒰,ℱ) depends on 𝒰 and not just 𝑋 . In the example above, we could have chosen
𝒰 = {𝑆1}, and in this case, �̌�1(𝒰, ℤ) = 0. Also note that ℤ is not a quasi-coherent
sheaf.

(iii) Let 𝑋 = ℙ1𝑘, 𝑈 = 𝑋 ∖ {0}, 𝑉 = 𝑋 ∖ {∞},𝒰 = {𝑈, 𝑉}. Then

�̌�0(𝒰,𝒪𝑋) = 𝑘; �̌�1(𝒰,𝒪𝑋) = 0
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(iv) Let𝑋 beNoetherian and separated, and let {𝑈 𝑖}𝑖∈𝐼 be an affine cover of𝑋 , so all𝑈 𝑖0…𝑖𝑝
are affine. Let ℱ be a quasi-coherent sheaf on 𝑋 . Then

�̌�𝑝(𝒰,ℱ) ≅ 𝐻𝑝(𝑋, ℱ)

and the isomorphism is natural. Thus, in this particular case, the cohomology is easy
to calculate by going via Čech cohomology.

Theorem. Let 𝑋 = ℙ𝑛𝑘 and ℱ = ⨁𝑑∈ℤ𝒪ℙ𝑛
𝑘
(𝑑). Then there are isomorphisms of graded

𝑘-vector spaces

(i) 𝐻0(𝑋, ℱ) ≅ 𝑘[𝑥0,… , 𝑥𝑛];

(ii) 𝐻𝑛(𝑋, ℱ) ≅ 1
𝑥0…𝑥𝑛

𝑘[𝑥−10 ,… , 𝑥−1𝑛 ];

(iii) 𝐻𝑝(𝑋, ℱ) = 0 for 𝑝 ≠ 0, 𝑛.

In particular, 𝐻0(ℙ𝑛𝑘, 𝒪(𝑑)) has dimension (
𝑛+𝑑
𝑑
), and 𝐻𝑛(ℙ𝑛𝑘, 𝒪(𝑑)) has dimension (

−𝑑−1
𝑛
).

Proof. We prove this result using Čech cohomology. Part (i) follows from earlier discussions,
as 𝐻0(𝑋, ℱ) = ⨁𝑑∈ℤ Γ(ℙ

𝑛
𝑘, 𝒪(𝑑)).

Part (ii). Consider the standard cover 𝒰 of ℙ𝑛𝑘 by affines 𝑈 𝑖 = 𝕍(𝑥𝑖)𝑐. Observe that

ℱ(𝑈 𝑖0…𝑖𝑝) = 𝑘[𝑥0,… , 𝑥𝑛]𝑥𝑖0…𝑥𝑖𝑝

This 𝑘-module is spanned by monomials 𝑥𝑘00 …𝑥𝑘𝑛𝑛 where 𝑘𝑖0 ,… , 𝑘𝑖𝑝 ∈ ℤ and the other
coefficients are nonnegative. In the associated Čech complex, we have

̌𝐶𝑛−1 =
𝑛

⨁
𝑖=0

𝑘[𝑥0,… , 𝑥𝑛]𝑥0…�̂�𝑖…𝑥𝑛 ; ̌𝐶𝑛 = 𝑘[𝑥0,… , 𝑥𝑛]𝑥0…𝑥𝑛

Since 𝒰 contains only 𝑛 + 1 elements, ̌𝐶𝑛+1 vanishes. Thus,

𝐻𝑛(ℙ𝑛𝑘, ℱ) = �̌�𝑛(𝒰,ℱ)

=
̌𝐶𝑛

im( ̌𝐶𝑛−1 → ̌𝐶𝑛)

=
span𝑘 {𝑥

𝑘0
0 …𝑥𝑘𝑛𝑛 ∣ 𝑘𝑖 ∈ ℤ}

span𝑘 {𝑥
𝑘0
0 …𝑥𝑘𝑛𝑛 ∣ at least one 𝑘𝑖 ≥ 0}

as required.

Part (iii). Wewill use the long exact sequence associated to a short exact sequence of sheaves
and use induction on the dimension 𝑛. First, observe that ℙ𝑛−1𝑘 is isomorphic to the closed
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subscheme 𝕍(𝑥0) ⊆ ℙ𝑛𝑘. Let 𝑖 ∶ ℙ𝑛−1𝑘 → ℙ𝑛𝑘 be the inclusion. Recall that 𝒪ℙ𝑛
𝑘
(−1) = 𝐿(−𝐻)

where 𝐻 = 𝕍(𝑥0). By a result on the example sheets, we obtain the ideal sheaf sequence

0 𝒪ℙ𝑛
𝑘
(−1) 𝒪ℙ𝑛

𝑘
𝑖⋆𝒪ℙ𝑛−1

𝑘
0

where the map 𝒪ℙ𝑛
𝑘
(−1) → 𝒪ℙ𝑛

𝑘
is given by multiplication by 𝑥0. This is analogous to the

fact that for an ideal 𝐼 of a ring 𝐴, we have a short exact sequence

0 𝐼 𝐴 𝐴⟋𝐼 0

We obtain an associated long exact sequence for the homology. Assuming the result for
dimension up to 𝑛 − 1, we can break this into three smaller exact sequences.

0 𝐻0(ℙ𝑛𝑘, ℱ) 𝐻0(ℙ𝑛𝑘, ℱ) 𝐻0(ℙ𝑛−1𝑘 , ℱℙ𝑛−1
𝑘

) 𝐻1(ℙ𝑛𝑘, ℱ) 𝐻1(ℙ𝑛𝑘, ℱ) 0⋅ 𝑥0 ⋅ 𝑥0

(a)
where ℱℙ𝑛−1

𝑘
=⨁𝑑∈ℤ𝒪ℙ𝑛−1

𝑘
(𝑑);

0 𝐻𝑝(ℙ𝑛𝑘, ℱ) 𝐻𝑝(ℙ𝑛𝑘, ℱ) 0⋅ 𝑥0 (b)

for 1 < 𝑝 < 𝑛 − 1; and

0 𝐻𝑛−1(ℙ𝑛𝑘, ℱ) 𝐻𝑛−1(ℙ𝑛𝑘, ℱ) 𝐻𝑛−1(ℙ𝑛−1𝑘 , ℱℙ𝑛−1
𝑘

) 𝐻𝑛(ℙ𝑛𝑘, ℱ) 𝐻𝑛(ℙ𝑛𝑘, ℱ) 0⋅ 𝑥0 ⋅ 𝑥0

(c)
By using (a) and (c), we observe that (b) is also exact for 𝑝 = 1 and 𝑝 = 𝑛 − 1 by expli-
cit computation in the Čech complex. Now, multiplication by 𝑥0 makes 𝐻𝑝(ℙ𝑛𝑘, ℱ) into
a 𝑘[𝑥0]-module. We will calculate the localisation 𝐻𝑝(ℙ𝑛𝑘, ℱ)𝑥0 . As localisation is exact,
𝐻𝑝(ℙ𝑛𝑘, ℱ)𝑥0 = 𝐻𝑝(𝑈0, ℱ|𝑈0

). But the right-hand side vanishes for 𝑝 > 0 as 𝑈0 is affine.
Hence, for any 𝛼 ∈ 𝐻𝑝(ℙ𝑛𝑘, ℱ), there exists 𝑘 such that 𝑥𝑘0𝛼 = 0. But multiplication by 𝑥0 is
an isomorphism on cohomology by (b), so in fact 𝐻𝑝(ℙ𝑛𝑘, ℱ) = 0 for all 1 ≤ 𝑝 ≤ 𝑛 − 1.

Given the exact sequence

0 𝒪ℙ𝑛
𝑘
(−1) 𝒪ℙ𝑛

𝑘
𝑖⋆𝒪ℙ𝑛−1

𝑘
0

taking the tensor productwith𝒪ℙ𝑛
𝑘
(𝑑), one can show thatwe obtain an exact sequence

0 𝒪ℙ𝑛
𝑘
(𝑑 − 1) 𝒪ℙ𝑛

𝑘
(𝑑) 𝑖⋆𝒪ℙ𝑛−1

𝑘
(𝑑) 0

Note that 𝒪ℙ𝑛
𝑘
(𝑑) is locally free.

Let 𝑋 be proper over Spec 𝑘 and let ℱ be a coherent sheaf on 𝑋 .
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Remark. (i) We have observed that 𝐻0(𝑋, ℱ) is a finite-dimensional 𝑘-vector space. The
same holds for all 𝐻𝑝(𝑋, ℱ).

(ii) If 𝑋 has dimension 𝑛, then𝐻𝑝(𝑋, ℱ) vanishes for 𝑝 > 𝑛. Thus, given (𝑋, ℱ), there are
finitely many numbers ℎ𝑝(𝑋, ℱ) = dim𝑘𝐻𝑝(𝑋, ℱ).

Definition. The Euler characteristic of ℱ is

𝜒(ℱ) =
∞
∑
𝑝=0

(−1)𝑝ℎ𝑝(𝑋, ℱ)

Suppose that
0 ℱ ℱ′ ℱ″ 0

is an exact sequence of such sheaves. Then the associated long exact sequence gives

𝜒(𝐹′) = 𝜒(𝐹) + 𝜒(𝐹″)

7.3. Choice of cover
Given a Noetherian separated scheme 𝑋 , a quasi-coherent sheaf ℱ on 𝑋 , and an open affine
cover𝒰whichwe typically take to be finite, we can construct theČech cohomology �̌�𝑖(𝒰,ℱ).
In this subsection, we show that the Čech cohomology is independent of the choice of cover
in this case.

Theorem. Let 𝑋 be affine and letℱ be quasi-coherent. For any finite cover𝒰 of 𝑋 by affine
opens, the groups �̌�𝑖(𝒰,ℱ) vanish for 𝑖 > 0.

Proof. Define the ‘sheafified’ Čech complex as follows.

𝒞𝑝(ℱ) = ∏
𝑖0<⋯<𝑖𝑝

𝑖⋆ ℱ
|||𝑈𝑖0…𝑖𝑝

where 𝑖 ∶ 𝑈 𝑖0…𝑖𝑝 → 𝑋 is the inclusion. Then the 𝒞𝑝(ℱ) are quasi-coherent sheaves. By
taking global sections,

Γ(𝑋, 𝒞𝑝(ℱ)) = 𝐶𝑝(ℱ)

where 𝐶𝑝(ℱ) is the usual group of Čech 𝑝-cochains. The same formula used to build the
Čech complex gives differentials

𝒞𝑝(ℱ) → 𝒞𝑝+1(ℱ)

as a morphism of sheaves. We intend to show that the usual Čech complex

𝐶0(ℱ) 𝐶1(ℱ) 𝐶2(ℱ) ⋯
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is exact. By a result on the example sheet, on affines, taking local sections preserves exact-
ness. Thus, it suffices to prove that

𝒞0(ℱ) 𝒞1(ℱ) 𝒞2(ℱ) ⋯

is an exact sequence of sheaves. However, the exactness of this sequence can be checked
locally on stalks. Let 𝑞 ∈ 𝑋 , and suppose 𝑞 ∈ 𝑈𝑗 . Now define the map on stalks 𝜅 ∶
𝒞𝑝𝑞(ℱ) → 𝒞𝑝−1𝑞 (ℱ), where for a cochain 𝛼, the (𝑖0…𝑖𝑝−1)-component of 𝜅(𝛼) is equal to the
(𝑗𝑖0…𝑖𝑝−1)-component of 𝛼, where by convention if 𝑗𝑖0…𝑖𝑝−1 is not in increasing order, but
𝜎 ∈ 𝑆𝑝+1 brings it into increasing order and 𝜎 has sign −1, we instead take the negation of
the component. By direct calculation, one can show that 𝑑𝜅 + 𝜅𝑑 = id on 𝐶𝑝 for all 𝑝.

We can now verify exactness at each stalk. We know that im(𝒞𝑝−1 → 𝒞𝑝) ⊆ ker(𝒞𝑝 → 𝒞𝑝+1).
Conversely, if 𝛼 ∈ ker(𝒞𝑝 → 𝒞𝑝+1), then

𝛼 = (𝜅𝑑 + 𝑑𝜅)(𝛼) = 𝑑(𝜅𝛼) ∈ im(𝒞𝑝−1 → 𝒞𝑝)

Lemma. Let 𝑋 be a scheme and let ℱ be a quasi-coherent sheaf on 𝑋 . Let𝒰 = {𝑈1,… ,𝑈𝑘}
and 𝒰 = {𝑈0,… ,𝑈𝑘}. That �̌�𝑖(𝒰,ℱ) and �̌�𝑖(𝒰,ℱ) are naturally isomorphic.

Proof sketch. Let 𝐶𝑝(ℱ) and 𝐶𝑝(ℱ) be the cochain groups for 𝒰,𝒰 respectively. There are
maps 𝐶𝑝(ℱ) → 𝐶𝑝(ℱ) given by dropping the 𝑈0 data. To make this precise, observe that
𝛼 ∈ 𝐶𝑝(ℱ) can be viewed as a pair (𝛼, 𝛼0) where 𝛼 ∈ 𝐶𝑝(ℱ) and 𝛼0 in 𝐶𝑝−1 for the sheaf
ℱ|𝑈0

with open cover 𝒰|𝑈0
. These maps commute with the differentials, so we have an

induced map �̌�𝑖(𝒰,ℱ) → �̌�𝑖(𝒰,ℱ). By reducing to a calculation on the affine 𝑈0, we can
deduce using the previous result that this induced map is surjective and injective.

Corollary. �̌�𝑖(𝒰,ℱ) is independent of the choice of 𝒰.

Proof. If 𝒰,𝒰 are two finite open covers by affines, we can interpolate between them by
using 𝒰 ∪ 𝒰 and use the previous result.

7.4. Further topics in cohomology
(i) Let 𝑋𝑑 ⊆ ℙ3𝑘 be the vanishing locus of a homogeneous polynomial 𝑓𝑑 of degree 𝑑 ≠ 2.

Then 𝑋𝑑 is not isomorphic to a product over Spec 𝑘 of schemes of dimension 1. Con-
versely,𝑋2 can be isomorphic toℙ1𝑘×Spec𝑘ℙ1𝑘, using the Segre embedding. This is a con-
sequence of the sheaf Künneth formula, and in particular, the fact that ℎ1(𝑋𝑑, 𝒪𝑋𝑑 ) =
0.

(ii) The different 𝑋𝑑 are non-isomorphic as schemes. This follows from calculating 𝜒(𝑋𝑑).
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(iii) One next direction in cohomology is duality theory. Given a closed immersion 𝑖 ∶ 𝑍 ⊆
𝑋 , the ideal sheaf 𝐼𝑍 is the kernel of the map 𝑖⋆ ∶ 𝒪𝑋 → 𝒪𝑍, which is a coherent
sheaf on 𝑋 . The conormal sheaf to the closed immersion 𝑖, denoted 𝑁∨

𝑍⟋𝑋
, is given

by 𝑖⋆(𝐼𝑍⟋𝐼2𝑍), where 𝐼
2
𝑍 is the sheafification of the presheaf 𝑈 ↦ 𝐼𝑍(𝑈)2. If 𝑋 → 𝑆 is

separated, then the cotangent sheaf is

Ω𝑋⟋𝑆
= 𝑁∨

Δ𝑋⟋𝑆

A scheme 𝑋 over Spec 𝑘 is called nonsingular ifΩ𝑋 is locally free. The dualising sheaf
𝜔𝑋 is the sheafification of 𝑈 ↦ ⋀dim𝑋 Ω𝑋(𝑈).
Theorem (Serre duality). If 𝑋 is as above and has dimension 𝑛, then if ℱ is a locally
free 𝒪𝑋 -module, there is an isomorphism of cohomology groups

𝐻𝑖(𝒳,ℱ) → 𝐻𝑛−1(𝒞, ℱ∨ ⊗𝜔𝑋)∨

where
ℱ∨ = Hom𝒪𝑋 (ℱ,𝒪𝑋)
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1. Substructures

1. Substructures
1.1. Notation
The interpretation of a function symbol 𝑓 in a modelℳ is denoted by 𝑓ℳ , and similarly the
interpretation of a relation symbol 𝑅 inℳ is denoted by 𝑅ℳ . Ifℳ is an ℒ-structure, and
𝐴 ⊆ ℳ is a subset, we will write ℒ𝐴 for the language obtained by adding a new constant
symbol 𝑎 to the signature ofℒ for each element 𝑎 of𝐴. Thenℳ is naturally anℒ𝐴-structure
by interpreting the constants in the obvious way. We will allow for the empty set to be an
ℒ-structure.

1.2. Homomorphisms and substructures
Definition. Letℳ and𝒩 beℒ-structures. Anℒ-homomorphism is a map 𝜂 ∶ ℳ → 𝒩 that
preserves the interpretations of the symbols in the language: given a = (𝑎1,… , 𝑎𝑛) ∈ ℳ𝑛,

(i) for all function symbols 𝑓 of arity 𝑛, we have that

𝜂(𝑓ℳ(a)) = 𝑓𝒩(𝜂(a))

(ii) for all relation symbols 𝑟 of arity 𝑛, we have that

a ∈ 𝑅ℳ ⟺ 𝜂(a) ∈ 𝑅𝒩

An injective ℒ-homomorphism is called an ℒ-embedding. An invertible ℒ-homomorphism
is called an ℒ-isomorphism.
Definition. Ifℳ ⊆ 𝒩 and the inclusion map is an ℒ-homomorphism, we say thatℳ is
a substructure of 𝒩, and that 𝒩 is an extension of ℳ. We will typically use the notation
ℳ ⊆ 𝒩 to indicate thatℳ is a substructure of𝒩 when both are ℒ-structures, not just that
it is a subset.

Example. (i) Letℒ be the language of groups. Then (ℕ, +, 0) is a substructure of (ℤ, +, 0),
but it is not a subgroup.

(ii) Ifℳ is anℒ-structure, 𝑋 is the domain of a substructure ofℳ if and only if it is closed
under the interpretations of all function symbols. The forward implication is clear.
If 𝑓 is a function symbol of arity 𝑛 and 𝑋 is closed under 𝑓ℳ , 𝑓ℳ ||𝑋𝑛 is a function
𝑋𝑛 → 𝑋 interpreting 𝑓 on the domain 𝑋 , as required. In particular, any substructure
should also contain all of the constants in the language.

(iii) The substructure generated by a subset𝑋 ⊆ ℳ is given by the smallest set that contains
𝑋 and is closed under the interpretations of all function symbols inℳ. This is denoted
⟨𝑋⟩ℳ , and one can check that for infinite ℒ (but not necessarily infinite signature),

|⟨𝑋⟩ℳ | ≤ |𝑋| + |ℒ|
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We prove this by iteratively closing up 𝑋 by applying interpretations of function sym-
bols to elements of 𝑋 , and then taking the union of the resulting sets. At each stage,
for each function symbol 𝑓 of arity 𝑛, we add at most |𝑋|𝑛 ≤ |𝑋| ⋅ℵ0 new elements. So
in a single stage, we add at most |𝑋| ⋅ ℵ0 ⋅ |ℒ| = |𝑋| ⋅ |ℒ| new elements to 𝑋 . Repeating
this 𝜔 times, the final set has size at most

|𝑋| + |𝑋| ⋅ |ℒ| + |𝑋| ⋅ |ℒ|2 +⋯ = |𝑋|(1 + |ℒ| + |ℒ|2 +⋯)
≤ |𝑋|(|ℒ| + |ℒ| + |ℒ| +⋯)
= |𝑋| ⋅ |ℒ| ⋅ ℵ0
= |𝑋| ⋅ |ℒ|

We say that ℳ is finitely generated if there exists a finite subset 𝑋 ⊆ ℳ such that
ℳ = ⟨𝑋⟩ℳ .

(iv) Consider
(ℝ, ⋅, −1) ⊨ ¬∃𝑥. (𝑥2 = −1)

But it has an extension (ℂ, ⋅, −1) that does not model this sentence.
Proposition. Let 𝜑(x) be a quantifier-free ℒ-formula with 𝑛 free variables. Let ℳ be an
ℒ-structure, and let a be an 𝑛-tuple inℳ. Then for every extension𝒩 ofℳ,

ℳ ⊨ 𝜑(a) ⟺ 𝒩 ⊨ 𝜑(a)

Proof. We proceed by induction on the structure of formulae. First, we show that if 𝑡(x) is a
term with 𝑘 free variables, then

𝑡ℳ(b) = 𝑡𝒩(b)
for all b ∈ ℳ𝑘. It is clearly the case if 𝑡 = 𝑥𝑖 is a variable, as both structures interpret 𝑡(b)
as 𝑏𝑖. Suppose 𝑡 is a term of the form 𝑡 = 𝑓(𝑞1,… , 𝑞ℓ) for 𝑓 a function symbol of arity ℓ and
the 𝑞𝑖 are terms. By the inductive hypothesis we have

𝑞ℳ𝑖 (b) = 𝑞𝒩𝑖 (b)

Therefore,

𝑡ℳ(b) = 𝑓ℳ(𝑞ℳ1 (b),… , 𝑞ℳℓ (b))
= 𝑓𝒩(𝑞ℳ1 (b),… , 𝑞ℳℓ (b))
= 𝑓𝒩(𝑞𝒩1 (b),… , 𝑞𝒩ℓ (b))
= 𝑡𝒩(b)

Thus terms are interpreted the same way in both models. For terms 𝑡1, 𝑡2 with the same free
variables x, then for any choice of a,

ℳ ⊨ (𝑡1(x) = 𝑡2(x)) ⟺ 𝑡ℳ1 (a) = 𝑡ℳ2 (a)
⟺ 𝑡𝒩1 (a) = 𝑡ℳ2 (b)
⟺ 𝒩 ⊨ (𝑡1(x) = 𝑡2(x))

218



1. Substructures

Let 𝑅 be a relation symbol of arity 𝑛, and let 𝑡1,… , 𝑡𝑛 be terms with the same free variables
x.

ℳ ⊨ 𝑅(𝑡1(x),… , 𝑡𝑛(x)) ⟺ (𝑡ℳ1 (a),… , 𝑡ℳ𝑛 (a)) ∈ 𝑅ℳ

⟺ (𝑡ℳ1 (a),… , 𝑡ℳ𝑛 (a)) ∈ 𝑅𝒩

⟺ (𝑡𝒩1 (a),… , 𝑡𝒩𝑛 (a)) ∈ 𝑅𝒩
⟺ 𝒩 ⊨ 𝑅(𝑡1(x),… , 𝑡𝑛(x))

So the result holds for all atomic formulae. For connectives, note that

ℳ ⊨ ¬𝜑 ⟺ ℳ ⊭ 𝜑
⟺ 𝒩 ⊭ 𝜑
⟺ 𝒩 ⊨ ¬𝜑

and

ℳ ⊨ 𝜑 ∧ 𝜓 ⟺ (ℳ ⊨ 𝜑) ∧ (ℳ ⊨ 𝜓)
⟺ (𝒩 ⊨ 𝜑) ∧ (𝒩 ⊨ 𝜓)
⟺ 𝒩 ⊨ 𝜑 ∧ 𝜓

As quantifier-free formulae can be built out of atomic formulae, negation, and conjunction,
we have completed the proof.

1.3. Elementary equivalence
Definition. Structuresℳ,𝒩 are called elementarily equivalent if for every ℒ-sentence,

ℳ ⊨ 𝜑 ⟺ 𝒩 ⊨ 𝜑

A map 𝑓 ∶ ℳ → 𝒩 is an elementary embedding if it is injective, and for all ℒ-formulae
𝜑(𝑥1,… , 𝑥𝑛) and elements𝑚1,… ,𝑚𝑛 ∈ ℳ, we have

ℳ ⊨ 𝜑(𝑚1,… ,𝑚𝑛) ⟺ 𝒩 ⊨ 𝜑(𝑓(𝑚1),… , 𝑓(𝑚𝑛))

If there is an elementary embedding between two structures, they are elementarily equival-
ent. Ifℳ and𝒩 are elementarily equivalent, we writeℳ ≡ 𝒩.

Remark. Ifℳ and𝒩 are ℒ-structures, andm ∈ ℳ,n ∈ 𝒩 are ordered tuples of the same
length 𝑘, then by

(ℳ,m) ≡ (𝒩,n)
we view (ℳ,m) and (𝒩,n) as structures over ℒ with 𝑘 additional constants, interpreting
these new constants as the elements ofm and n respectively.

Proposition. Ifℳ ≅ 𝒩, thenℳ ≡ 𝒩.
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This can be easily shown by induction. The converse is generally not true, for example if the
structures are infinite.

Definition. A substructureℳ ⊆ 𝒩 is an elementary substructure if the inclusion map is an
elementary embedding. In this case, we also say that𝒩 is an elementary extension ofℳ. We
writeℳ ⪯ 𝒩.

1.4. Categorical and complete theories
Recall that a theory 𝒯 is complete if either 𝒯 ⊢ 𝜑 or 𝒯 ⊢ ¬𝜑 for all sentences 𝜑. Then any
two models of a complete theory are elementarily equivalent, but they may have different
cardinalities.

Definition. A theory 𝒯 is model-complete if every embedding between models of 𝒯 is ele-
mentary.

Definition. Let 𝜅 be an infinite cardinal. A theory 𝒯 is 𝜅-categorical if all models of 𝒯 of
cardinality 𝜅 are isomorphic.

It turns out that if theory on a countable language is categorical for some uncountable car-
dinal, then it is categorical for all infinite cardinals.

Proposition (Vaught’s test). Let 𝒯 be a consistent ℒ-theory that has no finite models. If 𝒯
is 𝜅-categorical for some infinite 𝜅 ≥ |ℒ|, then 𝒯 is complete.

Proof. Suppose there is some 𝜑 such that 𝒯 ⊬ 𝜑 and 𝒯 ⊬ ¬𝜑. Then 𝒯 ∪ {𝜑} and 𝒯 ∪ {¬𝜑}
are consistent theories, so have models. As 𝒯 has no finite models, these two models are
infinite. In fact, by the Löwenheim–Skolem theorem, the models can be forced to have size
𝜅. But these models are in particular models of 𝒯, so they must be isomorphic. Since they
are isomorphic, they are elementarily equivalent. But themodels disagree on the truth value
of 𝜑, giving a contradiction.

Example. (i) Any two countable dense linear orders are isomorphic, so the theory of
dense linear orders without endpoints is ℵ0-categorical. Thus, by Vaught’s test, the
theory DLO of dense linear orders without endpoints is complete.

(ii) Let 𝐹 be a field. The theory of infinite (not infinite-dimensional) 𝐹-vector spaces is
𝜅-categorical for 𝜅 > |𝐹|. Hence, the theory is complete.

1.5. Tarski–Vaught test
Proposition. Let 𝒩 be an ℒ-structure, and let 𝑀 ⊆ 𝒩. Then 𝑀 is the domain of an ele-
mentary substructure if and only if for any formula 𝜑(𝑥, t) and tuplem ∈ 𝑀, if there exists a
witness 𝑛 ∈ 𝒩 such that𝒩 ⊨ 𝜑(𝑛,m), then there is a witness ̂𝑛 ∈ 𝑀 such that𝒩 ⊨ 𝜑( ̂𝑛,m).
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Proof. If𝑀 is the domain of an elementary substructureℳ, then𝒩 ⊨ ∃𝑥. 𝜑(𝑥,m) implies
thatℳ ⊨ ∃𝑥. 𝜑(𝑥,m). Thusℳ ⊨ 𝜑(�̂�,m) for some �̂� ∈ ℳ. But then 𝒩 ⊨ 𝜑(�̂�,m), as
required.

For the other implication, if𝑀 ⊆ 𝒩 has the stated property, we first show that𝑀 is closed
under the interpretation of function symbols. Consider the formulae 𝜑𝑓(𝑥, t) = (𝑥 = 𝑓(t))
for each function symbol 𝑓 in ℒ. Then for any m ∈ 𝑀, there exists 𝑛 ∈ 𝒩 such that
𝒩 ⊨ 𝑛 = 𝑓(m), but then by hypothesis, there exists �̂� ∈ 𝑀 such that𝒩 ⊨ �̂� = 𝑓(m). Thus
𝑓(m) = �̂� ∈ 𝑀. Interpreting relation symbols on𝑀 in the obvious way, we turn𝑀 into an
ℒ-structureℳ, which is clearly a substructure of𝒩.

It now remains to show that the substructureℳ of𝒩 is elementary. This follows from induc-
tion over the number of quantifiers in formulae, noting that the truth values of quantifier-
free formulae are always preserved under any extension.

1.6. Universal theories and the method of diagrams
Definition. A formula 𝜑 is universal if it is of the form ∀x. 𝜓(x, y)where 𝜓 is quantifier-free.
A theory is universal if all its axioms are universal sentences.

Definition. Let𝒩 be an ℒ-structure. We define the diagram of𝒩 to be the set

Diag𝒩 = {𝜑(𝑛1,…𝑛𝑘) ∣ 𝜑 is a quantifier-free ℒ𝒩 -formula,𝒩 ⊨ 𝜑(𝑛1,… , 𝑛𝑘)}

The elementary diagram of𝒩 is

Diagel𝒩 = {𝜑(𝑛1,…𝑛𝑘) ∣ 𝜑 is an ℒ𝒩 -formula,𝒩 ⊨ 𝜑(𝑛1,… , 𝑛𝑘)}

The diagramof a group is a slight generalisation of itsmultiplication table. Note that amodel
of a diagram is the same as an extension, and a model of an elementary diagram is the same
as an elementary extension.

Lemma. Let𝒯 be a consistent theory, and let𝒯∀ be the theory of universal sentences proven
by 𝒯. If𝒩 is a model of 𝒯∀, then 𝒯 ∪ Diag𝒩 is consistent.

Proof. Suppose 𝒯 ∪ Diag𝒩 is inconsistent. As 𝒯 is consistent, by compactness there must
be a finite number of sentences in the diagram Diag𝒩 that are inconsistent with 𝒯. Taking
the conjunction, we can reduce to the case where there is a single sentence 𝜑(n) that is
inconsistent with 𝒯. Then as 𝒯 ∪ {𝜑(n)} is inconsistent, 𝒯 ⊢ ¬𝜑(n). Since 𝒯 has nothing
to say about the new constants n, we must in fact have 𝒯 ⊢ ∀x. ¬𝜑(x). This is a universal
consequence of 𝒯, so by assumption𝒩 models it, giving a contradiction.

Corollary (Tarski, Łoś). An ℒ-theory 𝒯 has a universal axiomatisation if and only if it is
preserved under substructures. That is, if ℳ ⊆ 𝒩 are substructures and ℳ ⊨ 𝒯 then
𝒩 ⊨ 𝒯. Dually, a theory has an existential axiomatisation if and only if it is preserved under
extensions.
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Proof. One direction is clear. Suppose𝒯 is preserved under taking substructures. If𝒩 ⊨ 𝒯,
then𝒩 ⊨ 𝒯∀; we show that the converse also holds. By the previous proposition,𝒯∪Diag𝒩
is consistent. Let𝒩⋆ be a model of this theory. So𝒩⋆ is an extension of𝒩, and also models
𝒯. But as 𝒯 is preserved under substructures,𝒩 must model 𝒯.

We can show much more with the same method.

Theorem (elementary amalgamation theorem). Letℳ,𝒩 beℒ-structures, andm ∈ ℳ,n ∈
𝒩 be tuples of the same size such that (ℳ,m) ≡ (𝒩,n). Then there is an elementary exten-
sion𝒦 ofℳ and an elementary embedding 𝑔 ∶ 𝒩 ↣ 𝒦 mapping each 𝑛𝑖 to𝑚𝑖.

Proof. Replacing𝒩 with an isomorphic copy if required, we can assumem = n, and that
ℳ and𝒩 have no other common elements. We show that the theory

𝒯 = Diagelℳ ∪ Diagel𝒩

is consistent, using compactness. Suppose that Φ is a finite subset of sentences in 𝒯, which
of course includes only finitely many sentences in Diagel𝒩. Let the conjunction of those
sentences be written as 𝜑(m,k), where 𝜑(x, y) is anℒ𝒩 -formula, and k are pairwise distinct
elements of𝒩 ∖m. If Φ is inconsistent, then

Diagelℳ ⊢ ¬𝜑(m,k)

Since the elements of k are distinct and not inℳ, we in fact have

Diagelℳ ⊢ ∀y. ¬𝜑(m, y)

In particular,
(ℳ,m) ⊨ ∀y. ¬𝜑(m, y)

By hypothesis,
(𝒩,n) ⊨ ∀y. ¬𝜑(m, y)

This is a contradiction, as 𝜑(m,k) ∈ Diagel𝒩. Hence 𝒯 is consistent. Take 𝒦 to be the
ℒ-reduct of a model of 𝒯.

We can also use this technique to constrain the size of a model.

Theorem (Löwenheim–Skolem theorem). Letℳ be an infinite ℒ-structure. Let 𝜅 ≥ |ℒ| be
an infinite cardinal. Then,

(i) if 𝜅 < |ℳ|, there is an elementary substructure ofℳ of size 𝜅;

(ii) if 𝜅 > |ℳ|, there is an elementary extension ofℳ of size 𝜅.

We postpone the proof of part (i).
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Proof. Expand the language ℒ by adding constant symbols for each𝑚 ∈ ℳ and 𝑐 ∈ 𝜅. Let

𝒯 = Diagelℳ ∪ ⋃
𝑐≠𝑐′∈𝜅

{¬(𝑐 = 𝑐′)}

𝒯 has a model by compactness, and this model must be an elementary extension ofℳ with
size at least 𝜅. We then apply the downward Löwenheim–Skolem theorem if necessary to
obtain a model of size exactly 𝜅.

For example, if ℒ is countable, every infinite ℒ-structure has a countable elementary sub-
structure.
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2. Quantifier elimination
2.1. Skolem functions
Definition. Let 𝒯 be an ℒ-theory, and let 𝜑(x, 𝑦) be an ℒ-formula where x is nonempty. A
Skolem function for 𝜑 is an ℒ-term 𝑡 such that

𝒯 ⊢ ∀x. (∃𝑦. 𝜑(x, 𝑦) → 𝜑(x, 𝑡(x)))

A skolemisation of anℒ-theory𝒯 is a languageℒ+ ⊇ ℒ and anℒ+-theory𝒯+ ⊇ 𝒯 such that

(i) every ℒ-structure that models 𝒯 can be expanded to an ℒ+-structure that models 𝒯+;

(ii) 𝒯+ has Skolem functions for any ℒ+-formula 𝜑(x, 𝑦) where x is nonempty.
A theory is called a Skolem theory if it is a skolemisation of itself.

By ‘expanded’, wemean that𝒯 is given interpretations to the elements ofℒ+∖ℒ, but no new
objects are added.

Proposition. Let 𝒯 be an ℒ-theory, and let ℱ be a collection of ℒ-formulae including all
atomic formulae and closed under Boolean operations. Suppose that for every formula
𝜓(x, 𝑦) ∈ ℱ, there exists 𝜑(x) ∈ ℱ with

𝒯 ⊢ ∀x. (∃𝑦. 𝜓(x, 𝑦) ↔ 𝜑(x))

Then, everyℒ-formula is equivalent to one inℱ with the same free variables modulo𝒯 (that
is, 𝒯 proves they are equivalent).

Proof. We proceed by induction on the length of formulae. The case of existential formulae
is the only nontrivial inductive step. Consider the formula ∃𝑦, 𝜓(x, 𝑦). By the inductive
hypothesis, 𝜓(x, 𝑦) is 𝒯-equivalent to 𝜓′(x, 𝑦) ∈ ℱ. Then, there is some 𝜑(x) ∈ ℱ such that

𝒯 ⊢ ∀x. (∃𝑦. 𝜓′(x, 𝑦) ↔ 𝜑(x))

Thus the formula ∃𝑦, 𝜓(x, 𝑦) in question is 𝒯-equivalent to 𝜑(x) ∈ ℱ.

Proposition. Let 𝒯 be a Skolem theory. Then,

(i) everyℒ-formula 𝜑(x)where x is nonempty is equivalent modulo𝒯 to some quantifier-
free 𝜑⋆(x);

(ii) if𝒩 ⊨ 𝒯 and 𝑋 ⊆ 𝒩, then either ⟨𝑋⟩𝒩 = ∅ or ⟨𝑋⟩𝒩 ⪯ 𝒩.

Remark. When𝒩 is a model of a Skolem theory, ⟨𝑋⟩𝒩 is sometimes called the Skolem hull
of 𝑋 .

Proof. Part (i). Clearly, 𝜑(x, 𝑡(x)) → ∃𝑦. 𝜑(x, 𝑦) in any model. So having Skolem functions
means that

𝒯 ⊢ ∀x. (∃𝑦. 𝜑(x, 𝑦) ↔ 𝜑(x, 𝑡(x)))
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completing the proof by the previous proposition.

Part (ii). We proceed by the Tarski–Vaught test. Letℳ = ⟨𝑋⟩𝒩 ,m ∈ ℳ, and let 𝜑(x, 𝑦) be
such that

𝒩 ⊨ ∃𝑦. 𝜑(m, 𝑦)
Then as𝒩 has Skolem functions, there exists an ℒ-term 𝑡 such that

𝒩 ⊨ 𝜑(m, 𝑡(m))

Butℳ is closed under the interpretation of function symbols as it is a substructure, so 𝑡(m) ∈
ℳ. Thus

ℳ ⊨ ∃𝑦. 𝜑(m, 𝑦)
as required.

2.2. Skolemisation theorem
Theorem. Every first-order language ℒ can be expanded to some ℒ+ ⊇ ℒ that includes an
ℒ+-theory Σ such that
(i) Σ is a Skolem ℒ+-theory;

(ii) any ℒ-structure can be expanded to an ℒ+-structure that models Σ; and
(iii) |ℒ+| = |ℒ|.

Proof. We will design ℒ+ to include Skolem functions for each suitable formula. If 𝜒(x, 𝑦)
is an ℒ-formula with x nonempty, we add a function symbol 𝐹𝜒 of arity |x|. Performing this
for all ℒ-formulae of this form, we obtain a language ℒ′ ⊇ ℒ. Next, define Σ(ℒ) to be the set
of ℒ-sentences that enforce the correct behaviour of the 𝐹𝜒:

∀x. (∃𝑦. 𝜒(x, 𝑦) → 𝜒(x, 𝐹𝜒(x)))

Note that Σ(ℒ) is an ℒ′-theory, not an ℒ-theory; there may be existentials in ℒ′ without
explicit witnesses. We can overcome this issue by iterating this construction 𝜔 times and
taking the union. Formally, we recursively define

ℒ0 = ℒ; ℒ𝑛+1 = ℒ′
𝑛; Σ0 = ∅; Σ𝑛+1 = Σ𝑛 ∪ Σ(ℒ𝑛)

Then we can set
ℒ+ = ⋃

𝑛<𝜔
ℒ𝑛; Σ = ⋃

𝑛<𝜔
Σ𝑛

First, note thatΣ is a Skolem theory. This is because eachℒ+-formula is inℒ𝑛 for some𝑛 < 𝜔,
so Σ𝑛+1 ⊆ Σ asserts that it has a Skolem function. It is also clear to see that |ℒ+| = |ℒ| using
basic cardinal arithmetic.

To prove property (ii), it suffices to show that each ℒ-theory can be expanded into an ℒ′-
theory that models Σ(ℒ); we can then proceed by induction. Note that this argument will
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use the axiom of choice. Let ℳ be an ℒ-structure. We can assume ℳ ≠ ∅; if ℳ = ∅
then all sentences in Σ would be vacuously true and there would be nothing to prove. We
now expandℳ into an ℒ′-structureℳ in the following way. Consider 𝜒(x, 𝑦) where x is
nonempty andm ∈ ℳ. If

ℳ ⊨ ∃𝑏. 𝜒(m, 𝑏)
then we can choose such a 𝑏 and interpret 𝐹𝜒(m) as this value. If

ℳ ⊭ ∃𝑏. 𝜒(m, 𝑏)

thenwe interpret𝐹𝜒(m) as an arbitrarymodel element, say,m0. By construction,ℳ′models
Σ(ℒ).

Corollary. Any ℒ-theory 𝒯 admits a skolemisation 𝒯+ in a language ℒ+ of the same size
as ℒ.

Proof. Take𝒯+ = 𝒯∪Σ. Anymodel of𝒯+modelsΣ, so𝒯+ has Skolem functions. Moreover,
any ℒ-structure that models 𝒯 can be extended to one that models Σ, which will therefore
model 𝒯+.

Corollary (downward Löwenheim–Skolem theorem). Letℳ be anℒ-structure, and let𝑋 ⊆
ℳ. Let 𝜅 be a cardinal such that

|ℒ| + |𝑋| ≤ 𝜅 ≤ |ℳ|

Thenℳ has an elementary substructure of size 𝜅 that contains 𝑋 .

Proof. Let 𝑋 ⊆ 𝑌 ⊆ ℳ and |𝑌 | = 𝜅. Letℳ′ be an expansion ofℳ to a Skolem theory, and
consider the Skolem hull ⟨𝑌⟩ℳ′ . ⟨𝑌⟩ℳ′ must be an elementary substructure ofℳ′ as 𝑌 ≠ ∅.
Let𝒩 be the ℒ-reduct of ⟨𝑌⟩ℳ′ . Then𝒩 is an elementary substructure of𝒩, and 𝑋 ⊆ 𝒩.
It remains to check |𝒩| = 𝜅.

|𝒩| ≤ |𝑌| + |ℒ+| = 𝜅 + |ℒ| = 𝜅 = |𝑌| ≤ |𝒩|

So |𝒩| = 𝜅.

2.3. Elimination sets
Definition. Let 𝒯 be an ℒ-theory. A set 𝐹 of ℒ-formulae is an elimination set for 𝒯 if, for
every ℒ-formula 𝜑, there is a Boolean combination 𝜑⋆ of formulae in 𝐹 such that

𝒯 ⊢ 𝜑 ↔ 𝜑⋆

A theory𝒯 has quantifier elimination if the family of quantifier-free formulae forms an elim-
ination set for 𝒯.
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Note that a theory having quantifier elimination depends on its underlying language. Every
Skolem theory has quantifier elimination.

Example. (i) Let 𝑝 ∈ ℂ[𝑥] be the polynomial 𝑥3 − 31𝑥2 + 6 over ℂ. The sentence
∃𝑥. 𝑝(𝑥) = 0 contains a quantifier. But as ℂ is algebraically closed, it is equivalent
to the quantifier-free sentence 1 ≠ 0 ∨ (−31) ≠ 0.

(ii) A real-valued matrix is invertible if there exists a two-sided inverse. This has a quan-
tifier, but there is a quantifier-free sentence equivalent to it, namely, ‘its determinant
is nonzero’.

Remark. (i) We can check if two models of 𝒯 are elementarily equivalent by considering
just those formulae in an elimination set. In particular, to check if a theory is complete,
it suffices to check that all sentences in an elimination set are either deducible from
the theory or inconsistent with it.

(ii) Suppose ℒ is a recursive language, and the map 𝜑 ↦ 𝜑⋆ is computable. Then an
algorithm to decide whether 𝒯 proves any sentence can be produced from one that
operates only on the elimination set.

(iii) The elementary embeddingsℳ ↣𝒩 are precisely those embeddings that preserve 𝜑
and ¬𝜑 for all 𝜑 in 𝐹. So a theory with quantifier elimination is model-complete.

(iv) The definable sets of a model are precisely the Boolean combinations of sets definable
with only formulae in an elimination set.

In the next result, we use the notation ¬𝐹 for the set of negations of formulae in 𝐹.

Proposition (syntactic quantifier elimination). Let 𝒯 be an ℒ-theory, and let 𝐹 be a family
of ℒ-formulae including all atomic formulae. Suppose that, for every ℒ-formula of the form

𝜃(x) = ∃𝑦. ⋀
𝑖<𝑛

𝜑𝑖(x, 𝑦); 𝜑𝑖 ∈ 𝐹 ∪ ¬𝐹

there exists a Boolean combination 𝜃⋆(x) of formulae in 𝐹 such that

𝒯 ⊢ ∀x. (𝜃(x) ↔ 𝜃⋆(x))

Then 𝐹 is an elimination set for 𝒯.

The proof is similar to a previous proposition.

Example. Consider the theory 𝒯∞ of infinite sets in the language with empty signature.
The only atomic formulae are equalities, and the only terms in the language are variables.
Using the above proposition, it suffices to eliminate the existential quantifier in formulae
𝜑(𝑥0,… , 𝑥𝑛−1) of the form

∃𝑦. (⋀
𝑖∈𝐼

𝑦 = 𝑥𝑖) ∧ (⋀
𝑖∈𝐽

𝑦 ≠ 𝑥𝑖) ∧ ( ⋀
𝑖,𝑗∈𝐾

𝑥𝑖 = 𝑥𝑗) ∧ (⋀
𝑖,𝑗∈𝐿

𝑥𝑖 ≠ 𝑥𝑗)
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where 𝐼, 𝐽, 𝐾, 𝐿 ⊆ {0,… , 𝑛 − 1}. Without loss of generality we can assume 𝐼 is empty, as we
can easily remove the quantifier in this situation. We may also push the quantifier inside
the first conjunct.

(∃𝑦. ⋀
𝑖∈𝐽

𝑦 ≠ 𝑥𝑖) ∧ 𝜓(𝑥0,… , 𝑥𝑛−1); 𝜓(𝑥0,… , 𝑥𝑛−1) = ( ⋀
𝑖,𝑗∈𝐾

𝑥𝑖 = 𝑥𝑗) ∧ (⋀
𝑖,𝑗∈𝐿

𝑥𝑖 ≠ 𝑥𝑗)

But the theory of infinite sets proves ∃𝑦. ⋀𝑖∈𝐽 𝑦 ≠ 𝑥𝑖, so we can conclude that 𝜑 and 𝜓 are
equivalent modulo 𝒯.

2.4. Amalgamation
Definition. Letℳ and𝒩 be ℒ-structures. We writeℳ →1 𝒩 if every existential sentence
modelled byℳ is also modelled by𝒩.

Theorem (existential amalgamation). Letℳ and𝒩 beℒ-structures, with 𝑆 ⊆ ℳ. Suppose
there is a homomorphism 𝑓 ∶ ⟨𝑆⟩ℳ → 𝒩 such that (𝒩, 𝑓(𝑆)) →1 (ℳ, 𝑆). Then there is an
elementary extension𝒦 of𝒩 and an embedding 𝑔 ∶ ℳ ↣ 𝒦making the following diagram
commute.

𝒦

ℳ 𝒩

⟨𝑆⟩ℳ

⪯

𝑓

𝑔

Proof. Letℳ,𝒩 be disjoint without loss of generality. Consider the ℒℳ⊔𝒩 -theory

𝒯 = Diagelℳ ∪ Diag𝒩 ∪⋃
𝑠∈𝑆

{𝑠 = 𝑓(𝑠)}

We show this is consistent by compactness; then, amodel𝒦 will be an elementary extension
ofℳ, and𝒩 embeds into it in such a way that makes the above diagram commute due to
the sentences 𝑠 = 𝑓(𝑠). If 𝒯 is inconsistent, there is a finite set of formulae in Diag𝒩 that
are inconsistent with

𝒯′ = Diagelℳ ∪⋃
𝑠∈𝑆

{𝑠 = 𝑓(𝑠)}

Taking the conjunction, we can suppose it is a single formula 𝜑(n), where n ∈ 𝒩 is a tuple
of pairwise distinct elements.

𝒯′ ⊢ ¬𝜑(n)
Then, using the sentences 𝑠 = 𝑓(𝑠) and the fact that ⟨𝑆⟩ℳ is generated by 𝑆, the formula
𝜑(n) is equivalent modulo 𝒯′ to some quantifier-free formula 𝜓(s,n′) where s ∈ 𝑆 and
n′ ∈ 𝒩 ∖ im𝑓.

𝒯′ ⊢ ¬𝜓(s,n′)
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2. Quantifier elimination

Now, note that 𝒯′ has nothing to say about n′, so in fact

𝒯′ ⊢ ∀x. ¬𝜓(s, x)

As (𝒩, 𝑓(𝑆)) →1 (ℳ, 𝑆), we can convert the universal quantifier above into the negation of
an existential quantifier to conclude

𝒩 ⊢ ¬∃x. 𝜓(s, x)

so
𝒩 ⊢ ¬∃x. 𝜓(s, x)

But 𝜑(n) is in the diagram of𝒩, so𝒩 ⊢ ∃x. 𝜓(s, x), giving a contradiction.

We can make the following more general definition.

Definition. A class 𝕂 of ℒ-structures has the amalgamation property if, given a diagram of
elements of 𝕂

ℬ 𝒜

𝒞
there is a structure𝒟 in 𝕂 and embeddings making the following diagram commute.

𝒟

ℬ 𝒜

𝒞

Definition. Let𝕂 be a class ofℒ-structures andℳ ∈ 𝕂. We say thatℳ is existentially closed
in 𝕂 if, for every existential formula 𝜓(x) and tuplem ∈ ℳ, the existence of an extension
ℳ ⊆ 𝒩 ∈ 𝕂 with𝒩 ⊨ 𝜓(m) forcesℳ ⊨ 𝜓(m).
Note that being existentially closed in 𝕂 depends on the choice of 𝕂. For example, an exist-
entially closed ordered field need not be an existentially closed field.

Example. (i) Every field that is existentially closed in the class of fields is algebraically
closed. Let 𝐴 be an existentially closed field, and view a nontrivial polynomial 𝑓(y)
over 𝐴 as a statement 𝑝(a, 𝑦) where 𝑝(x, 𝑦) is a term in the language of rings, and a is
a tuple. For instance, 𝑦2 + 2𝑦 − 3 can be seen as 𝑝(1, 2, 3, 𝑦), where 𝑝(𝑥0, 𝑥1, 𝑥2, 𝑦) =
𝑥0𝑦2 + 𝑥1𝑦 + (−𝑥2). We can replace 𝑓 with an irreducible factor and consider the
quotient ring 𝐴[𝑦]⟋(𝑓), which is an extension of 𝐴 over which 𝑓 has a root.

𝐴[𝑦]⟋(𝑓) ⊨ ∃𝑦. 𝑝(a, 𝑦) = 0
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Since 𝑓 is irreducible, this is an extension of fields. Thus, as 𝐴 is existentially closed,

𝐴 ⊨ ∃𝑦. 𝑝(a, 𝑦) = 0

so 𝑓 has a root in 𝐴. The converse is true, and is one way that Hilbert’s Nullstellensatz
can be stated.

(ii) The existentially closed linear orders are precisely the dense linear orders without en-
dpoints.

(iii) The existentially closed ordered fields are precisely the real closed fields, which are the
ordered fields elementarily equivalent to the real numbers. Equivalently, all nonneg-
ative elements are squares, and all odd-degree elements have a root.

Theorem. Let 𝕂 be a class of ℒ-structures that is closed under isomorphism. Suppose that
the class of all of the substructures of the structures in 𝕂 has the amalgamation property.
Then, every existential ℒ-formula 𝜑(x) is equivalent to a quantifier-free ℒ-formula in all
existentially closed structures in 𝕂. In particular, if 𝒯 is a theory axiomatising existentially
closed structures in 𝕂, then 𝒯 has quantifier elimination.

Proof. Let 𝜑(x) be an existential formula. We will call a pair (ℳ,m) a witnessing pair ifℳ
is existentially closed in 𝕂 andℳ ⊨ 𝜑(m). For each such pair, let

𝜃(ℳ,m)(x) = ⋀{𝜓(x) a literal ∣ ℳ ⊨ 𝜓(m)}

where the literals are the atomic formulae and their negations. Let

𝜒(x) = ⋁
(ℳ,m)

𝜃(ℳ,m)(x)

It suffices to show that if𝒩 is existentially closed in 𝕂 then

(𝒩 ⊨ 𝜑(n)) ⟺ (𝒩 ⊨ 𝜒(n))

Thenwe can use the compactness theorem twice to reduce 𝜒 to a first-order finitary formula
as required. If n ∈ 𝒩 is such that 𝒩 ⊨ 𝜑(n), then (𝒩,n) is a witnessing pair, and thus
𝒩 ⊨ 𝜒(n) by construction. For the converse, if𝒩 ⊨ 𝜒(n), there is a witnessing pair (ℳ,m)
such that𝒩 ⊨ 𝜃(ℳ,m)(n). Hence, for each literal 𝜓(x),

(ℳ ⊨ 𝜓(m)) ⟹ (𝒩 ⊨ 𝜓(n))

There is thus an embedding 𝑒 ∶ ⟨m⟩ℳ ↣ 𝒩 mappingm to n. Applying the amalgamation
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2. Quantifier elimination

property, we obtain
𝒟

𝒞

ℳ 𝒩

⟨m⟩ℳ
𝑒

ℎ𝑔

where 𝒟 ∈ 𝕂, and bothℳ,𝒩 embed into 𝒞 and therefore into 𝒟. Note that 𝑔(m) = ℎ(n).
Replacing𝒟 with an isomorphic copy if required, we may assume that ℎ is an inclusion, so
𝑔(m) = n. We know that (ℳ,m) is a witnessing pair, soℳ ⊨ 𝜑(m). Then𝒟 ⊨ 𝜑(𝑔(m)) as
existential formulae are preserved under taking extensions. Since𝒩 is existentially closed
in 𝕂,𝒟 ∈ 𝕂, and𝒩 ⊆ 𝒟, we conclude that𝒩 ⊨ 𝜑(𝑔(m)) so𝒩 ⊨ 𝜑(n) as required.

In particular, if 𝒯 is a theory axiomatising existentially closed structures in 𝕂, then 𝒯 has
quantifier elimination by applying the completeness theorem and then using the syntactic
criterion for quantifier elimination proven previously.

Example. We show that the theory ACF of algebraically closed fields has quantifier elimin-
ation. First, recall that ACF axiomatises the existentially closed fields, so it suffices to check
that the class of substructures of fields has the amalgamation property. Note that a substruc-
ture of a field must satisfy all universal sentences in the theory of fields, so the substructures
of fields are precisely the integral domains. General field theory shows that the class of fields
has the amalgamation property; we can then prove that the class of integral domains has the
amalgamation property by passing to fraction fields.

Example. The theory DLO of dense linear orders without endpoints has quantifier elim-
ination. The class of substructures of dense linear orders has the amalgamation property:
indeed, any two linear orders embed into a poset, which can be extended into a linear order
by Zorn’s lemma, and is thus a substructure of some dense linear order.

2.5. Inductive classes

Definition. A class 𝕂 of ℒ-structures is inductive if it is closed under isomorphisms and
under unions of chains of embeddings.

Theorem. Letℳ be a structure in an inductive class 𝕂. Thenℳ ⊆ 𝒩 for some𝒩 existen-
tially closed in 𝕂.

This is analogous to the theorem that every field has an algebraic closure, and is proven in
a similar way.
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Proof. We show thatℳ can be extended to some structureℳ⋆ ∈ 𝕂 with the property that
for allm ∈ ℳ and 𝜑(x) an existential ℒ-formula, if 𝜑(m) holds in some extension ofℳ⋆ in
𝕂, then 𝜑(m) holds inℳ⋆.

We now show that this suffices to complete the proof. Indeed, we then recursively define a
chain of 𝕂-structures by settingℳ(0) = ℳ andℳ(𝑖+1) = (ℳ(𝑖))⋆, then taking their union
to form𝒩. Then𝒩 lies in 𝕂 as 𝕂 is inductive, and moreover it extendsℳ.

This𝒩 is existentially closed in𝕂. Suppose 𝜑(x) is an existential formula, n ∈ 𝒩, and𝒟 is a
structure in𝕂 such that𝒟 ⊨ 𝜑(n). Asn ∈ ⋃𝑖<𝜔ℳ(𝑖) and theℳ(𝑖) form a chain, theremust
be 𝑘 < 𝜔 such that n ∈ ℳ(𝑘). Then (ℳ(𝑘))⋆ = ℳ(𝑘+1) ⊨ 𝜑(n), so in particular,𝒩 ⊨ 𝜑(n).

We now construct ℳ⋆. Using the axiom of choice, create an ordinal-indexed list of pairs
(𝜑𝛽,m𝛽)𝛽 where 𝜑 is an existential formula andm ∈ ℳ, and 𝛽 ranges over all ordinals less
than some ordinal 𝛿. We then construct a chain of𝕂-structures by transfinite induction. Let
ℳ0 = ℳ. At each successor stage, letℳ𝛽+1 be a𝕂-structure𝒟 that extendsℳ𝛽 andmodels
𝜑𝛽(m𝛽), if this exists. If such amodel does not exist, defineℳ𝛽+1 = ℳ𝛽. At each limit stage,
letℳ𝜆 = ⋃𝛽<𝜆ℳ𝛽. Finally, setℳ⋆ = ℳ𝛿.

If 𝜑(x) is existential,m ∈ ℳ, and𝒟 is some𝕂-structure that extendsℳ⋆ and models 𝜑(m),
then (𝜑,m) = (𝜑𝛽,m𝛽) for some 𝛽 < 𝛿. Thenℳ𝛽 ⊆ ℳ⋆ ⊆ 𝒟, soℳ𝛽+1 models 𝜑𝛽(m𝛽) =
𝜑(m) by definition. But as 𝜑 is existential andℳ⋆ extendsℳ𝛽, we must also have thatℳ⋆

models 𝜑(m), as required.

2.6. Characterisations of quantifier elimination

Theorem. Let 𝒯 be an ℒ-theory. Then the following are equivalent.

(i) The theory 𝒯 is model-complete.

(ii) Every model of 𝒯 is an existentially closed model of 𝒯.

(iii) Given an embedding 𝑒 ∶ 𝒜 ↣ ℬ between models of 𝒯, there is an elementary exten-
sion𝒟 of 𝒜 and an embedding 𝑔 ∶ ℬ ↣ 𝐷 such that 𝑔 ∘ 𝑒 = id𝒜.

(iv) For any quantifier-freeℒ-formula𝜑(x, y), the formula ∃y. 𝜑(x, y) is equivalent to some
universal ℒ-formula 𝜓(x)modulo 𝒯.

(v) Every ℒ-formula is equivalent to some universal ℒ-formula modulo 𝒯.

Proof. (i) implies (ii). As all embeddings betweenmodels are elementary, if a superstructure
has a witness to an existential, so does the substructure.

(ii) implies (iii). We use the existential amalgamation theorem. Take 𝑆 to be the set of all
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2. Quantifier elimination

elements of 𝒜, then by (ii), (ℬ, 𝑒(𝑆)) →1 (𝒜, 𝑆). We obtain

𝒟

𝒜 ℬ

𝒜
1𝐴

⪯

𝑒

𝑔

as required.

(iii) implies (iv). It suffices to show that any universal formula 𝜑(x) is preserved under em-
beddings. If so, then 𝜑(x) is equivalent to an existential ℒ-formula, so in particular, any
existential formula is equivalent to a universal formula. Let 𝑒 ∶ 𝒜 ↣ ℬ be an embedding.
Then by (iii) we have an elementary extension 𝒜 ⪯ 𝒟, so if 𝒜 ⊨ 𝜑(a), then 𝒟 ⊨ 𝜑(a), and
as ℬ is a substructure of𝒟, we have ℬ ⊨ 𝜑(𝑒(a)). The reverse implication follows from the
fact that 𝜑 is universal.
(iv) implies (v). We proceed by induction on the structure of ℒ-formulae. We can iteratively
convert existential quantifiers to universal quantifiers, noting that (iv) allows us to convert
a sequence of existentials to a sequence of universals simultaneously.

(v) implies (i). Note that universal formulae are preserved under extensions, and every for-
mula and its negation can be represented as a universal formula. This directly gives the
result.

Letℳ,𝒩 beℒ-structures. Ifℳ,𝒩 satisfy the samequantifier-free sentences, wewriteℳ ≡0
𝒩.

Theorem. Let 𝒯 be an ℒ-theory. Then the following are equivalent.
(i) 𝒯 has quantifier elimination.

(ii) If 𝒜,ℬ ⊨ 𝒯 and a ∈ 𝒜,b ∈ ℬ are tuples of the same length, then (𝒜, a) ≡0 (ℬ,b)
implies (𝒜, a) →1 (ℬ,b).

(iii) Whenever𝒜,ℬ ⊨ 𝒯, 𝑆 ⊆ 𝒜 and 𝑒 ∶ ⟨𝑆⟩𝒜 ↣ ℬ, then there is an elementary extension
𝒟 of ℬ and an embedding 𝑓 ∶ 𝒜 ↣ 𝒟 extending 𝑒.

(iv) 𝒯 is model-complete and 𝒯∀ has the amalgamation property.
(v) For every quantifier-free ℒ-formula 𝜑(x, 𝑦), the formula ∃𝑦. 𝜑(x, 𝑦) is 𝒯-equivalent to

a quantifier-free formula 𝜓(x).

Proof. (i) implies (ii) is clear.

(ii) implies (iii). It suffices to show that (𝒜, 𝑆) →1 (ℬ, 𝑒(𝑆)) by the existential amalgamation
theorem. Since a sentence in ℒ𝑆 is finite, it can only mention finitely many of the new
constants in 𝑆, so it is enough to check that (𝒜, a) →1 (ℬ, 𝑒(a)) for all tuples a obtainable
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from 𝑆. Now, if a is such a tuple and 𝑒 ∶ ⟨𝑆⟩𝒜 ↣ ℬ is an embedding, then (𝒜, a) ≡0 (ℬ, 𝑒(a)),
giving the required result by (ii).

(iii) implies (iv). By the previous theorem, to check model-completeness it suffices to check
that for each embedding ℎ ∶ ℳ ↣ 𝒩 betweenmodels of𝒯, there is an elementary extension
𝒟 ofℳ and an embedding 𝑔 ∶ 𝒩 → 𝒟 such that 𝑔 ∘ ℎ = idℳ . Consider the instance of (iii)
where 𝑆 = ℎ(ℳ) and 𝑒 = ℎ−1 as a map ℎ(ℳ) ⥲ ℳ. Then there is an elementary extension
𝒟 ofℳ and an embedding 𝑔 ∶ ℳ ↣ 𝒟 extending 𝑒.

𝒟

𝒩 ℳ

⟨𝑆⟩𝒩 = ℎ(ℳ)

𝑔

𝑒

⪯

This means that for all 𝑚 ∈ ℳ, we have 𝑔(ℎ(𝑚)) = 𝑒(ℎ(𝑚)) = 𝑚. To see that 𝒯∀ has the
amalgamation property, considermodels𝒜′, ℬ′, 𝒞 of𝒯∀where𝒞 embeds into both𝒜′ andℬ′.
Models of 𝒯∀ are precisely the substructures of models of 𝒯, so 𝒜′ and ℬ′ are substructures
of models 𝒜 and ℬ of 𝒯 respectively. Consider the instance of (iii) where 𝑆 = 𝒞 = ⟨𝒞⟩𝒜
and 𝑒 is the embedding of 𝒞 into ℬ. Then we have an elementary extension𝒟 of ℬ and an
embedding 𝑓 ∶ 𝐴 ↣ 𝒟 that extends 𝑒.

𝒟

𝒜 ℬ

𝒜′ ℬ′

𝒞

⪯𝑓

Now, 𝒟 ≡ ℬ ⊨ 𝒯 ⊢ 𝒯∀, we must have that 𝒟 is a model of 𝒯∀ giving the amalgamation
property as desired.

(iv) implies (v). Model-completeness implies that every model of 𝒯 is an existentially closed
model of 𝒯. Then, by the theorem characterising theories axiomatising existentially closed
structures, this proof is complete, as the models of𝒯∀ are precisely the substructures of mod-
els of 𝒯.
(v) implies (i). Immediate from the syntactic criterion for quantifier elimination.

Corollary. Let 𝒜 be a finite ℒ-structure. The theory Th(𝒜) of 𝒜 has quantifier elimina-
tion if and only if every isomorphism between finitely generated substructures of 𝒜 can be
extended to an automorphism of 𝒜.
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2. Quantifier elimination

Proof. For the forward direction, consider case (iii) of the previous theorem applied to 𝒜 =
ℬ where 𝑒 is the composite ⟨a⟩𝒜 ⥲ ⟨b⟩𝒜 ↣ 𝒜. We obtain an elementary extension𝒟 of 𝒜.
If |𝒜| = 𝑛 < ℵ0, then the theory of 𝒜 must include a sentence that states this fact. Thus
𝒟 models the same sentence, so |𝒟| = 𝑛 = |𝒜|. Thus 𝒜 and𝒟 are elementarily equivalent
finite structures, so the elementary embedding ℎ ∶ 𝒜 ↣ 𝒟 is an isomorphism.

𝒜 𝒟 𝒜

⟨a⟩𝒜 ⟨b⟩𝒜∼

ℎ−1𝑓

Now, as |𝒜| = |𝒟| = 𝑛 < ℵ0 and 𝑓 is an embedding, it must also be surjective by the
pigeonhole principle, and thus an isomorphism. Hence ℎ−1 ∘ 𝑓 is an automorphism of 𝒜
extending our isomorphism ⟨a⟩𝒜 ⥲ ⟨b⟩𝒜, as required.
For the converse, we prove case (ii) in the previous theorem. Let b ∈ ℬ ⊨ Th(𝒜) and c ∈
𝒞 ⊨ Th(𝒜) be tuples of the same length. As Th(𝒜) is a complete theory, the modelsℬ and 𝒞
are elementarily equivalent to𝒜, and thus by finiteness they are isomorphic. Thus, without
loss of generality, we can set 𝒜 = ℬ = 𝒞. By hypothesis, (𝒜,b) ≡0 (𝒜, c). Thus we obtain
an isomorphism ⟨b⟩𝒜 ⥲ ⟨c⟩𝒜 mapping b to c, which can be extended to an automorphism
of 𝒜 by assumption. Ifm is a witness to

(𝒜,b) ⊨ ∃y. 𝜑(b, y)

then 𝑓(m)must witness the truth of

(𝒜, c) ⊨ ∃y. 𝜑(c, y)

Thus, (𝒜,b) →1 (𝒜, c) as required.

Example. Let 𝑉 be a finite vector space. Any isomorphism between subspaces can be ex-
tended to an automorphism using the Steinitz exchange lemma, so Th(𝑉) has quantifier
elimination.

Corollary. Let 𝒯 be an ℒ-theory such that
(i) If 𝒜,ℬ ⊨ 𝒯 with 𝒜 ⊆ ℬ, and 𝜑(x, 𝑦) is a quantifier-free formula, then for all a ∈ 𝒜,

(ℬ ⊨ ∃𝑦. 𝜑(a, 𝑦)) ⟹ (𝒜 ⊨ ∃𝑦. 𝜑(a, 𝑦))

(ii) For any𝒞 ⊆ 𝒜 ⊨ 𝒯, there is an initial intermediatemodel𝒜′ ⊨ 𝒯: that is, 𝒞 ⊆ 𝒜′ ⊆ 𝒜,
and for any other model 𝒞 ⊆ ℬ ⊆ 𝒜, there is an embedding 𝒜′ ↣ ℬ that fixes 𝒞.

Then 𝒯 has quantifier elimination.

Proof. We show that condition (ii) of the theorem above holds. Let𝒜,ℬ bemodels of𝒯, and
a ∈ 𝒜,b ∈ ℬ be such that (𝒜, a) ≡0 (ℬ,b). It suffices to show that (𝒜, a) →1 (ℬ,b). Let
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𝜑(x, 𝑦) be quantifier-free, and such that 𝒜 ⊨ ∃y. 𝜑(a, y). Let c = (𝑐0,… , 𝑐𝑘−1) ∈ 𝒜 be such
a witness, so 𝒜 ⊨ 𝜑(a, c).
We claim that there is an elementary extension ℬ0 of ℬ and an element 𝑑0 ∈ ℬ0 such that
(𝒜, a, 𝑐0) ≡0 (ℬ0,b, 𝑑0). If we can do this, we can iterate the process to obtain a chain of
elementary extensions

ℬ ⪯ ℬ0 ⪯ ℬ1 ⪯ ⋯ ⪯ ℬ𝑘−1

and elements 𝑑𝑖 ∈ ℬ𝑖 such that (𝒜, a, c) ≡0 (ℬ,b,d). Thenℬ𝑘−1 ⊨ 𝜑(b,d) as 𝜑 is quantifier-
free, so ℬ𝑘−1 ⊨ ∃𝑦. 𝜑(b, y), giving ℬ ⊨ ∃𝑦. 𝜑(b, y) as ℬ𝑘−1 ≡ ℬ as required.

To findℬ0 and 𝑑0, we use the hypotheses and the compactness theorem. As (𝒜, a) ≡0 (ℬ,b),
there is an isomorphism ⟨a⟩𝒜 → ⟨b⟩ℬ. Take 𝒞 = ⟨a⟩𝒜 ⊆ 𝒜. By hypothesis (ii), there is an
initial intermediate model 𝒞 ⊆ 𝒜′ ⊆ 𝒜 with 𝒜′ ⊨ 𝒯, and there is an embedding 𝒜′ ↣ ℬ
fixing 𝒞. Without loss of generality, let us assume that this embedding is an inclusion. Write

Ψ = {𝜓(x, 𝑦) ∣ 𝒜 ⊨ 𝜓(a, 𝑐0), 𝜓 quantifier-free}

As a ∈ 𝒜′, we have that 𝒜′ ⊨ ∃𝑦. 𝜓(a, 𝑦) for all 𝜓 ∈ Ψ by hypothesis (a). Now, 𝒜′ ⊆ ℬ,
and existential formulae are preserved under extension, so ℬ ⊨ ∃𝑦. 𝜓(b, 𝑦) for all 𝜓 ∈ Ψ.
We conclude that every finite subset of Ψ is satisfied by some element of ℬ, as finite con-
junctions of quantifier-free formulae are also quantifier-free. Thus, by compactness, there
is an elementary extension ℬ ⪯ ℬ0 and 𝑑0 ∈ ℬ0 satisfying the formulae in Ψ. In particular,
(𝒜, a, 𝑐0) ≡0 (ℬ0,b, 𝑑0).

2.7. Applications
Example. The theory RCF of real closed fields is the theory of ordered fields for which every
nonnegative element is a square, and that all odd polynomials have a root. Equivalently, it
is the theory of ordered fields elementarily equivalent to ℝ. We show that this theory, with
signature (+,×, 0, 1, <), has quantifier elimination. We will assume that every ordered field
has a real closure, and that a real closed field satisfies the intermediate value theorem for
polynomials.

We show that hypothesis (i) of the corollary above holds. Suppose we have an embedding
𝒜 ⊆ ℬ of real closed fields, a ∈ 𝐴, and a quantifier-free formula 𝜑(x, 𝑦) such that ℬ ⊨
∃𝑦. 𝜑(a, 𝑦). By considering the disjunctive normal form, we may assume that 𝜑 is a disjunc-
tion of a conjunction of literals. Moreover, the formulae 𝑦 ≠ 𝑧 and 𝑦 ≮ 𝑧 can be written in
terms of = and <. Thus, we may assume that 𝜑(a, 𝑦) is of the form

(⋀
𝑖<𝑟

𝑝𝑖(𝑦) = 0) ∨ (⋀
𝑗<𝑠

0 < 𝑞𝑗(𝑦))

where 𝑝𝑖, 𝑞𝑗 are polynomials with coefficients in 𝒜. If 𝜑 contains a nontrivial equation
𝑝𝑖(𝑦) = 0, then if a witness exists in ℬ, it must be algebraic over 𝒜. One can show al-
gebraically that this witness must lie in 𝒜. Therefore, let us suppose 𝑟 = 0.
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2. Quantifier elimination

There are only finitely many points 𝑐0,… , 𝑐𝑛−1 ∈ 𝒜 that are roots for the 𝑞𝑗(𝑦). Since the
real closed fields satisfy the intermediate value theorem for polynomials, the 𝑞𝑗(𝑦) can only
change sign at the 𝑐𝑖. Note that

𝒜 ⊨ ∀𝑥𝑦. 𝑥 < 𝑦 → ∃𝑧. (𝑥 < 𝑧 ∧ 𝑧 < 𝑦)
Since the 𝑐𝑖 lie in 𝒜, there is an element of 𝒜 between any pair of distinct 𝑐𝑖. Suppose 𝑏
witnesses ∃𝑦. 𝜑(a, 𝑦) in ℬ. If there is a smallest interval (𝑐𝑖, 𝑐𝑗) containing ℬ, we can pick
𝑎 ∈ 𝒜 also inside this interval, giving 𝒜 ⊨ 𝜑(a, 𝑎) as required. The other cases are similar.
We now show hypothesis (ii). Suppose 𝒞 ⊆ 𝒜 where 𝒜 is a real closed field. Then 𝒞 is an
ordered integral domain. The field of fractions of 𝒞 can be made an ordered field in a canon-
ical way, by saying 𝑎

𝑏
> 0 if 𝑎𝑏 > 0. The embedding 𝒞 into𝒜 is an injective homomorphism

of ordered rings, into an ordered field. By the universal property of the fraction field, there
is a unique homomorphism of ordered fields from 𝐹𝐹(𝒞) to𝒜 that extends the inclusion of
𝒞 into 𝒜. Let 𝒜′ be the real closure of 𝐹𝐹(𝒞), so that 𝒞 ⊆ 𝐹𝐹(𝒞) ⊆ 𝒜′ ⊆ 𝒜. If ℬ ⊨ RCF
and 𝒞 ⊆ 𝐵, then by the same argument we have a unique ordered ring homomorphism
𝐹𝐹(𝒞) → ℬ extending the embedding 𝒞 ⊆ ℬ. Thus 𝒜′ ⊆ ℬ as well, and this embedding
fixes 𝒞.
Corollary (Hilbert’s Nullstellensatz). Let 𝑘 be an algebraically closed field, and 𝐼 be a proper
ideal of 𝑘[𝑥1,… , 𝑥𝑛]. Then there exists a ∈ 𝑘𝑛 such that 𝑓(a) = 0 for all 𝐼 ∈ 𝑓.

Proof. By Zorn’s lemma, every proper ideal can be extended to a maximal ideal, so without
loss of generalitywemay assume that 𝐼 is amaximal ideal. Let𝐿 be the residue field𝑘[𝑥1,… , 𝑥𝑛]⟋𝐼,
and let 𝐿 be its algebraic closure. By Hilbert’s basis theorem, there exists a finite set of gen-
erators 𝑓1,… , 𝑓𝑟 for 𝐼. Note that 0 is a witness to

𝐿 ⊨ ∃x. (𝑓1(x) = 0 ∧⋯ ∧ 𝑓𝑟(x) = 0)
We have embeddings 𝑘 ⊆ 𝐿 ⊆ 𝐿, where both 𝑘 and 𝐿 are algebraically closed fields. The
theory of algebraically closed fields has quantifier elimination, so is model-complete. Thus
the embedding 𝑘 ⊆ 𝐿 is elementary, so

𝑘 ⊨ ∃x. (𝑓1(x) = 0 ∧⋯ ∧ 𝑓𝑟(x) = 0)
We can then take a to be a witness to this existential.

Corollary (Chevalley’s theorem). Let 𝑘 be an algebraically closed field. Then the image of
a constructible set in 𝑘𝑛 under a polynomial map is constructible.

Proof. The quantifier-free-definable subsets of 𝑘𝑛 are precisely the finite Boolean combina-
tions of the Zariski closed subsets of 𝑘𝑛, which are by definition the constructible sets. As
ACF has quantifier elimination, these are exactly the definable subsets using arbitrary for-
mulae. Now, if 𝑋 ⊆ 𝑘𝑛 is constructible and 𝑝 ∶ 𝑘𝑛 → 𝑘𝑚 is a polynomial map, then

𝑝(𝑋) = {𝑦 ∈ 𝑘𝑚 ∣ ∃𝑥. 𝑝(𝑥) = 𝑦}
This is definable in the same language, so is a constructible set.
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3. Ultraproducts
3.1. Products
Wewill use the symbol 𝜆 to define functions without giving them explicit names. The syntax
𝜆𝑥. 𝑦 represents the function 𝑓 such that 𝑓(𝑥) = 𝑦.
Let {ℳ𝑖}𝑖∈𝐼 be a set of ℒ-structures. The product∏𝑖∈𝐼ℳ𝑖 of this family is the ℒ-structure
with carrier set

∏
𝑖∈𝐼

ℳ𝑖 = {𝛼 ∶ 𝐼 →⋃𝑀𝑖 || 𝛼(𝑖) ∈ ℳ𝑖}

such that

• an 𝑛-ary function symbol 𝑓 is interpreted as

𝑓∏𝐼 ℳ𝑖 ∶ (∏
𝐼
ℳ𝑖)

𝑛

→∏
𝐼
ℳ𝑖

given by
(𝛼1,… , 𝛼𝑛) ↦ 𝜆𝑖. 𝑓ℳ𝑖 (𝛼1(𝑖),… , 𝛼𝑛(𝑖))

• an 𝑛-ary relation symbol 𝑅 is interpreted as the subset

𝑅∏𝐼 ℳ𝑖 ⊆ (∏
𝐼
ℳ𝑖)

𝑛

given by

𝑅∏𝐼 ℳ𝑖 = {(𝛼1,… , 𝛼𝑛) ∈ (∏
𝐼
ℳ𝑖)

𝑛 ||||
∀𝑖 ∈ 𝐼. (𝛼1(𝑖),… , 𝛼𝑛(𝑖)) ∈ 𝑅ℳ𝑖}

The relation symbols in this kind of product are not particularly useful. Wewant to construct
a different kind of product in such a way that 𝜑 holds in the product if the set ofℳ𝑖 that
model 𝜑 is ‘large’.

3.2. Lattices
Definition. A lattice is a set 𝐿 equipped with binary operations ∧ and ∨ that are associative
and commutative, and satisfy the absorption laws

𝑎 ∨ (𝑎 ∧ 𝑏) = 𝑎; 𝑎 ∧ (𝑎 ∨ 𝑏) = 𝑎

A lattice is called

• distributive, if 𝑎 ∧ (𝑏 ∨ 𝑐) = (𝑎 ∧ 𝑏) ∨ (𝑎 ∧ 𝑐);
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3. Ultraproducts

• bounded, if there are elements ⊥ and ⊤ such that 𝑎 ∨ ⊥ = 𝑎 and 𝑎 ∧ ⊤ = 𝑎;
• complemented, if it is bounded and for each 𝑎 ∈ 𝐿 there exists 𝑎⋆ ∈ 𝐿 called its com-
plement such that 𝑎 ∧ 𝑎⋆ = ⊥ and 𝑎 ∨ 𝑎⋆ = ⊤;

• a Boolean algebra, if it is distributive, bounded, and complemented.

Remark. (i) Distributive lattices model the fragment of a deduction system with only
the conjunction and disjunction operators. Boolean algebras model classical proposi-
tional logic.

(ii) Every lattice has an ordering, defined by 𝑎 ≤ 𝑏 when 𝑎 ∧ 𝑏 = 𝑎. This ordering models
the provability relation between propositions.

Example. (i) Let 𝐼 be a set. The power set 𝒫(𝐼) can be made into a Boolean algebra by
taking ∧ = ∩ and ∨ = ∪.

(ii) More generally, let 𝑋 be a topological space. The set of closed and open sets of 𝑋
form a Boolean algebra; they can also be thought of as the propositions in classical
logic. In fact, all Boolean algebras are of this form. This result is known as Stone’s
representation theorem.

(iii) For any ℒ-structure ℳ and subset 𝐵 ⊆ ℳ, the set {𝜑(ℳ) ∣ 𝜑(x) ∈ ℒ𝐵} of definable
subsets with parameters in 𝐵 is a Boolean algebra.

3.3. Filters
Definition. Let 𝑋 be a lattice. A filter ℱ on 𝑋 is a subset of 𝑋 such that

(i) ℱ ≠ ∅;
(ii) ℱ is upward closed: if 𝑓 ≤ 𝑥 and 𝑓 ∈ ℱ then 𝑥 ∈ ℱ;
(iii) ℱ is downward directed: if 𝑥, 𝑦 ∈ ℱ, then 𝑥 ∧ 𝑦 ∈ ℱ.
A filter on 𝑋 may be thought of as a collection of ‘large’ subsets of 𝑋 : subsets that are so large
that the intersection of any two large subsets is also large. For property (ii), we might also
say that ℱ is a terminal segment of 𝑋 .
Example. (i) Given an element 𝑗 ∈ 𝐼, the family ℱ𝑗 of all subsets of 𝐼 containing 𝑗 is a

filter on 𝒫(𝐼). A filter of this form is called principal. A filter that is not principal is
called free.

(ii) The family of all cofinite subsets of 𝐼 forms a filter on 𝒫(𝐼), called the Fréchet filter.
One can show that any free maximal filter on an infinite set must contain the Fréchet
filter.

(iii) The family of measurable subsets of [0, 1] with Lebesgue measure 1 is a filter.
Definition. A filter ℱ on a lattice 𝐿 is proper if it is not equal to 𝐿. A maximal proper filter
is called an ultrafilter.
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IV. Model Theory and Non-Classical Logic

The ultrafilters on 𝒫(𝐼) are precisely those filters ℱ where for each 𝑈 ⊆ 𝐼, either 𝑈 ∈ ℱ or
𝐼 ∖ 𝑈 ∈ ℱ.
Proposition (the ultrafilter principle). Given a set 𝐼, every proper filter on 𝒫(𝐼) can be ex-
tended to an ultrafilter.

Theultrafilter principle is a choice principle that is strictlyweaker than the axiomof choice.

Proof. Apply Zorn’s lemma.

3.4. Łoś’ theorem
For 𝛂 ∈ ∏𝑖∈𝐼ℳ𝑖 and 𝜑(x) an ℒ-formula, we write

[𝜑(𝛂)] = {𝑖 ∈ 𝐼 ∣ ℳ𝑖 ⊨ 𝜑(𝛂(𝑖))}

Let 𝐼 be a set and ℱ be a filter on 𝒫(𝐼). Let {ℳ𝑖}𝑖∈𝐼 be a family of ℒ-structures. The carrier
set for the reduced product ∏ℳ𝑖⟋ℱ is the quotient of the cartesian product ∏𝑖∈𝐼ℳ𝑖 by
the equivalence relation defined by 𝛼 ∼ 𝛽 if and only if [𝛼 = 𝛽] ∈ ℱ. We write ⟨𝛼⟩ for
the equivalence class of 𝛼 in the reduced product. If ℱ is an ultrafilter, we call the reduced
product an ultraproduct. If all of the factors ℳ𝑖 are equal, the ultraproduct is called an
ultrapower.

We turn the reduced product into an ℒ-structure as follows.

𝑓∏ℳ𝑖⟋ℱ(⟨𝛼1⟩,… , ⟨𝛼𝑛⟩) = ⟨𝜆𝑖. 𝑓ℳ𝑖 (𝛼1(𝑖),… , 𝛼𝑛(𝑖))⟩

(⟨𝛼1⟩,… , ⟨𝛼𝑛⟩) ∈ 𝑅∏ℳ𝑖⟋ℱ ⟺ [𝑅(𝛼1,… , 𝛼𝑛)] ∈ ℱ

Note that if ℱ = ℱ𝑗 is a principal filter, then∏ℳ𝑖⟋ℱ ≅ ℳ𝑗 .

Theorem. Let {ℳ𝑖}𝑖∈𝐼 be a set of ℒ-structures, and𝒰 be an ultrafilter on 𝒫(𝐼). Then for all
(⟨𝛼1⟩,… , ⟨𝛼𝑛⟩) ∈ (∏ℳ𝑖⟋𝒰)

𝑛
and ℒ-formulae 𝜑(𝑥1,… , 𝑥𝑛),

∏ℳ𝑖⟋𝒰 ⊨ 𝜑(⟨𝛼1⟩,… , ⟨𝛼𝑛⟩) ⟺ [𝜑(𝛼1,… , 𝛼𝑛)] ∈ 𝒰

In particular, if eachℳ𝑖 is a model for some theory 𝒯, then so is the ultraproduct.

Proof. We prove the result by induction on the length of 𝜑. The result holds for atomic
formulae by the definition of the interpretations of function and relation symbols. Since all
first-order formulae are equivalent to one composed of atomic formulae under negations,
conjunctions, and existential quantification, it suffices to check these cases.

If the theoremholds for𝜓, and𝜑 = ¬𝜓, we can negate both sides of the induction hypothesis
to show that

∏ℳ𝑖⟋𝒰 ⊨ ¬𝜓 ⟺ [𝜓] ∉ 𝒰
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As 𝒰 is an ultrafilter, the right hand side holds if and only if the complement of [𝜓] lies in
𝒰. But this complement is precisely [¬𝜓], as required.

If the theorem holds for 𝜓1, 𝜓2, then

∏ℳ𝑖⟋𝒰 ⊨ 𝜓𝑖 ⟺ [𝜓𝑖] ∈ 𝒰

∏ℳ𝑖⟋𝒰 ⊨ 𝜓1 ∧ 𝜓2 ⟺ [𝜓1] ∈ 𝒰 and [𝜓2] ∈ 𝒰
⟺ [𝜓1 ∧ 𝜓2] ∈ 𝒰

Indeed, if [𝜓1 ∧ 𝜓2] ∈ 𝒰, then both [𝜓1] and [𝜓2] are in 𝒰, since [𝜓1 ∧ 𝜓2] ⊆ [𝜓1], [𝜓2].
Conversely, if [𝜓1], [𝜓2] ∈ 𝒰, then [𝜓1]∩[𝜓2] ⊆ [𝜓1∧𝜓2] as they are equal, but [𝜓1]∩[𝜓2] ∈
𝒰, so [𝜓1 ∧ 𝜓2] ∈ 𝒰.

For the case of existential quantification, we will use the axiom of choice. Let 𝑥 be free in 𝜓.
We have

∏ℳ𝑖⟋𝒰 ⊨ ∃𝑥. 𝜓(𝑥) ⟺ ∃⟨𝛼⟩.∏ℳ𝑖⟋𝒰 ⊨ 𝜓(⟨𝛼⟩)

By the inductive hypothesis, the right hand side holds if and only if [𝜓(𝛼)] ∈ 𝒰. Suppose
that

∏ℳ𝑖⟋𝒰 ⊨ 𝜓(⟨𝛼⟩)

Then [𝜓(𝛼)] ⊆ [∃𝑥. 𝜓(𝑥)] ∈ 𝒰, as 𝒰 is a filter.

Conversely, suppose [∃𝑥. 𝜓(𝑥)] ∈ 𝒰. Using the axiom of choice, we can choose a witness
𝛼(𝑖) toℳ𝑖 ⊨ ∃𝑥. 𝜓(𝑥) for each 𝑖 ∈ [∃𝑥. 𝜓(𝑥)]. For each 𝑖 ∉ [∃𝑥. 𝜓(𝑥)], we choose an arbitrary
element ofℳ𝑖. Hence,

∏ℳ𝑖⟋𝒰 ⊨ 𝜓(⟨𝛼⟩)

Remark. (i) Since 𝒰 is an ultrafilter, the complement of [∃𝑥. 𝜓(𝑥)] is not in 𝒰. Thus, the
set of indices 𝐼 for which 𝛼(𝑖) was chosen arbitrarily does not lie in the ultrafilter, so
this choice does not change the equivalence class of 𝛼.

(ii) The use of the axiom of choice in the above theorem is essential.

Example. We will show that the class of torsion groups is not first-order axiomatisable in
the usual language of abelian groups with signature (+, 0). Let 𝒰 be a free ultrafilter on 𝜔,
and consider the ultraproduct

𝐺 =∏
𝑖<𝜔

𝐶𝑖+1⟋𝒰

where 𝐶𝑖 is the cyclic group of order 𝑖, generated by 𝑔𝑖. Consider the element

𝑔 = ⟨𝜆𝑖. 𝑔𝑖⟩ ∈ 𝐺
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This has finite order if and only if [𝑛𝑔 = 0] ∈ 𝒰 for some 𝑛 > 0. However, for each such 𝑛,
the set [𝑛𝑔 = 0] is finite, so [𝑛𝑔 ≠ 0] ∈ 𝒰 as𝒰 contains the Fréchet filter, thus [𝑛𝑔 = 0] ∉ 𝒰.
But if the class of torsion groups were axiomatisable, this ultraproduct would also model
that theory, and thus would be torsion.

Example. Let 𝒰 be a free ultrafilter on 𝜔, and consider the ultrapower

ℕ𝒰 =∏
𝑖<𝜔

ℕ⟋𝒰

Its elements are equivalence classes of sequences of natural numbers, where ⟨(𝑎𝑛)⟩ = ⟨(𝑏𝑛)⟩
if and only if {𝑛 ∣ 𝑎𝑛 = 𝑏𝑛} ∈ 𝒰. It has elements such as ⟨(𝑛)𝑛<𝜔⟩, which represent infin-
itely large numbers. If ℕ has its usual structure for the language of arithmetic ℒarith, then
the ultrapower ℕ𝒰 is a nonstandard model of Peano arithmetic by Łoś’ theorem, and is an
elementary extension of ℕ.
Example. Let 𝒰 be a free ultrafilter on 𝜔, and consider the ultrapower ℝ𝒰 , which is an
elementary extension of ℝ. This includes ‘large numbers’ bigger than any standard real
number, such as 𝜔 = ⟨(𝑛)𝑛<𝜔⟩, and also includes ‘infinitesimal numbers’ such as

1
𝜔
. This is

not zero, but is smaller than any positive standard real.

We can give a semantic proof of the compactness theorem without using completeness, by
using Łoś’ theorem.

Corollary. Let𝒯 be a first-order theory such that every finite subset of𝒯 has amodel. Then
𝒯 has a model.

Proof. If 𝒯 is finite, the result is trivial, so we may suppose it is infinite. Let 𝐼 be the set of
all finite subtheories of 𝒯, and let

𝐷 = {𝑌 ⊆ 𝐼 ∣ ∃Δ ∈ 𝐼. ∀𝑋 ∈ 𝑌. Δ ⊆ 𝑋}

Then𝐷 is a proper filter on 𝐼, so by the ultrafilter principle, it can be extended to an ultrafilter
𝒰. Using the axiom of choice, letℳΔ be a model of Δ for each finite subtheory Δ ∈ 𝐼. Then,
for any 𝜑 ∈ 𝒯, we have

{𝑌 ⊆ 𝐼 ∣ ∀𝑋 ∈ 𝑌. 𝜑 ∈ 𝑋} ∈ 𝐷 ⊆ 𝒰

ThenbyŁoś’ theorem, the ultraproduct∏Δ∈𝐼ℳΔ⟋𝒰models𝜑. In particular, the ultraproduct
models 𝒯.
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4. Types
4.1. Definitions
Definition. Let 𝑋 ⊆ ℳ𝑛 be a subset of an ℒ-structureℳ, and let 𝑃 ⊆ ℳ. We say that 𝑋 is
definable in ℒ with parameters in 𝑃 if there is a tuple p ∈ 𝑃 and an ℒ𝑃-formula 𝜑(x, y) such
that

𝑋 = 𝜑(x,p) = {m ∈ ℳ𝑛 ∣ ℳ ⊨ 𝜑(m,p)}
If 𝑃 = ℳ, we say that 𝑋 is definable.

Example. Consider the usual natural numbers as a structure for the language generated
by the signature (+, ⋅, 0, 1). Then there is an ℒ-formula 𝑇(𝑒, 𝑥, 𝑠) such that ℕ ⊨ 𝑇(𝑒, 𝑥, 𝑠) if
and only if the Turing machine encoded by the number 𝑒 halts on input 𝑥 in at most 𝑠 steps.
Thus, the set of halting computations is definable in this language. In particular, this implies
that the theory of ℕ is not decidable.

Definition. Let 𝒯 be a theory and 𝑛 ∈ ℕ. We obtain an equivalence relation ∼ on the set
ℒ(x) of ℒ-formulae with free variables x, where x is a tuple of length 𝑛, by setting

𝜑(x) ∼ 𝜓(x) ⟺ 𝒯 ⊢ ∀x. (𝜑(x) ↔ 𝜓(x))

The quotient ℬ𝑛(𝒯) = ℒ(x)⟋∼ becomes a Boolean algebra by setting [𝜑] ⋈ [𝜓] = [𝜑 ⋈ 𝜓]
for any logical connective⋈, called the Lindenbaum–Tarski algebra of 𝒯 on variables x.

Definition. Letℳ be anℒ-structure and𝐴 ⊆ ℳ. Let𝒯 be theℒ𝐴-theory of sentences with
parameters in𝐴 that hold inℳ, denoted Th𝐴(ℳ). The proper filters on the Boolean algebra
ℬ𝑛(𝒯) are called the 𝑛-types ofℳ over 𝐴.
Remark. If ℱ is a proper filter on ℬ𝑛(𝒯), it cannot include the bottom element [⊥]. This
motivates the following more convenient definition of an 𝑛-type.
Definition. Let ℳ be an ℒ-structure and 𝐴 ⊆ ℳ. A set 𝑝 of ℒ𝐴-formulae with 𝑛 free
variables x is an 𝑛-type ofℳ over 𝐴 if 𝑝 ∪ Th𝐴(ℳ) is satisfiable. More generally, if 𝒯 is a
theory, we say that a set 𝑝 of ℒ-formulae with 𝑛 free variables x is an 𝑛-type of 𝒯 if

𝒯 ∪ {∃x. ⋀Ψ}

is consistent for all finite subsetsΨ of𝑝. An 𝑛-type𝑝 is called complete if it ismaximal among
the collection of 𝑛-types, in the sense that for any ℒ-formula 𝜑(x), either 𝜑 ∈ 𝑝 or 𝜑 ∉ 𝑝.
We denote the set of complete 𝑛-types by 𝑆𝑛(𝒯), or 𝑆ℳ𝑛 (𝐴) if 𝒯 = Th𝐴(ℳ). An element
m ∈ ℳ𝑛 realises an 𝑛-type 𝑝 inℳ ifℳ ⊨ 𝜑(m) holds for all 𝜑 in 𝑝. If no element realises
a type, we say that the type is omitted inℳ.

Example. (i) Letℳ = (ℚ,<), and consider the formulae 𝑛 < 𝑥 for each natural number
𝑛. This collection of formulae is a 1-type, as any finite subset is consistentwith Thℕ(ℚ).
This type is omitted inℚ as no rational number 𝑥 satisfies all of the formulae 𝑛 < 𝑥 for
𝑛 ∈ ℕ. However, this type is realised in an elementary extension of ℚ. The realisers
can be thought of as imaginary, infinitely large rationals.
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(ii) Consider ℝ as a structure for the theory of ordered fields. The set of formulae

{0 < 𝑥 < 1
𝑛
||| 0 < 𝑛 ∈ ℕ}

form a 1-type of infinitesimal real numbers. This type is omitted in ℝ, but there is an
elementary extension realising this type, such as the ultrapower with respect to a free
ultrafilter.

(iii) For any ℒ-structureℳ, subset 𝐴 ⊆ ℳ, and tuplem ∈ ℳ, we can form the 𝑛-type of
all of the ℒ𝐴-formulae that hold inℳ ofm.

tpℳ(m/𝐴) = {𝜑(x) ∈ ℒ𝐴 ∣ ℳ ⊨ 𝜑(m)}

This is a complete 𝑛-type, called the type of m over 𝐴. This is a type corresponding to
the principal filter on an equivalence class corresponding to an equality formula.

Proposition. Let ℳ be an ℒ-structure with 𝐴 ⊆ ℳ and let 𝑝 be an 𝑛-type of ℳ over 𝐴.
Then there is an elementary extension𝒩 ofℳ that realises 𝑝.

Proof. We use the method of diagrams, and show that

Γ = 𝑝 ∪ Diagel(ℳ)

is satisfiable by compactness. Let Δ be a finite subset of Γ, and let

𝜑 = ⋀
𝜑′∈Δ∩𝑝

𝜑′; 𝜓 = ⋀
𝜓′∈Δ∩Diagel(ℳ)

𝜓′

Note that Δ is satisfiable if and only if

𝜑(x, a) ∧ 𝜓(a′,b)

is satisfiable, where a, a′ ∈ 𝐴 and b ∈ ℳ ∖𝒜, and

𝜑 ∈ 𝑝; ℳ ⊨ 𝜓(a′,b)

As 𝑝 is an 𝑛-type, there is an ℒ𝐴-structure𝒩0 that satisfies 𝑝 ∪ Th𝐴(ℳ). Asℳ ⊨ 𝜓(a′,b),
we haveℳ ⊨ ∃y. 𝜓(a′, y). Note that this is an ℒ𝐴-formula, so

(∃y. 𝜓(a′, y)) ∈ Th𝐴(ℳ)

Hence,
𝒩0 ⊨ 𝜑(c, a)∃𝑦. 𝜓(a′, y)

for some c ∈ 𝒩0. Note that 𝒩0 is an ℒ𝐴-structure, not an ℒℳ-structure. However, by
interpreting b in 𝒩0 as the witness y to ∃y. 𝜓(a′, y), we make 𝒩0 into an ℒℳ-structure;
elements ofℳ not in 𝐴 or b are interpreted arbitrarily. In this ℒℳ-structure, Δ is satisfiable.
Thus Γ is satisfiable by compactness.
Now, let𝒩 be an ℒℳ-structure satisfying Γ, so𝒩 is an elementary extension ofℳ. As𝒩
satisfies 𝑝, there must be a tuple n ∈ 𝒩 with𝒩 ⊨ 𝜑(n) for each 𝜑 ∈ 𝑝. In other words, n
realises 𝑝 in𝒩.
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Corollary. An 𝑛-type 𝑝 ofℳ over 𝐴 ⊆ ℳ is complete if and only if there is an elementary
extension𝒩 ofℳ and some a ∈ 𝒩 such that 𝑝 = tp𝒩(a/𝐴).

Proof. If𝒩 is an elementary extension ofℳ and a ∈ 𝒩, then

tp𝒩(a/𝐴) ∈ 𝑆𝒩𝑛 (𝐴) = 𝑆ℳ𝑛 (𝐴)
as the extension is elementary.

Conversely, if 𝑝 is a complete 𝑛-type, then by the previous result, there is an elementary
extension𝒩 ofℳ with a tuple a realising the type. As 𝑝 is complete, every ℒ𝐴-formula 𝜑,
either 𝜑 ∈ 𝑝 or 𝜑 ∉ 𝑝, but not both. If 𝜑 ∈ tp𝒩(a/𝐴), then𝒩 ⊨ 𝜑(a), so we cannot have
𝜑 ∉ 𝑝, thus 𝜑 ∈ 𝑝. Conversely, if 𝜑 ∈ 𝑝, then𝒩 ⊨ 𝜑(a) as a realises 𝑝, so 𝜑 ∈ tp𝒩(a/𝐴).
Thus 𝑝 = tp𝒩(a/𝐴) as required.

4.2. Stone spaces
Letℳ be an ℒ-structure and let 𝐴 ⊆ ℳ. For each formula 𝜑 on 𝑛 variables, we consider the
set of all complete types that include this formula, denoted

⟦𝜑⟧ = {𝑝 ∈ 𝑆ℳ𝑛 (𝐴) ∣ 𝜑 ∈ 𝑝}
Note that

⟦𝜑 ∨ 𝜓⟧ = ⟦𝜑⟧ ∪ ⟦𝜓⟧; ⟦𝜑 ∧ 𝜓⟧ = ⟦𝜑⟧ ∩ ⟦𝜓⟧
These serve as the basic open sets for a topology on 𝑆ℳ𝑛 (𝐴), so an open set is an arbitrary
union of open sets of this form. Moreover, each of these basic open sets ⟦𝜑⟧ is the comple-
ment of another basic open set ⟦¬𝜑⟧, so these open sets are also closed. The 𝑆ℳ𝑛 (𝐴) are
called Stone spaces, which are compact and totally disconnected topological spaces.

Example. Let 𝐹 be an algebraically closed field, and let 𝑘 be a subfield of 𝐹. The complete
𝑛-types 𝑝 ∈ 𝑆𝐹𝑛 (𝑘) are determined by the prime ideals of 𝑘[𝑥1,… , 𝑥𝑛]. For such a type 𝑝, we
can define a prime ideal by

𝐼𝑝 = {𝑓 ∈ 𝑘[𝑥1,… , 𝑥𝑛] ∣ (𝑓(𝑥1,… , 𝑥𝑛) = 0) ∈ 𝑝}
These ideals are prime, and all prime ideals arise in thisway. Themap𝑝 ↦ 𝐼𝑝 is a continuous
bijection from the type space 𝑆𝐹𝑛 (𝑘) to the prime spectrum Spec 𝑘[𝑥1,… , 𝑥𝑛]with the Zariski
topology. Also, note that ||𝑆𝐹𝑛 (𝑘)|| ≤ |𝑘| + ℵ0 by Hilbert’s basis theorem.

4.3. Isolated points
Recall that a point 𝑝 in a topological space is isolated if {𝑝} is an open set. If 𝑝 is isolated in
𝑆ℳ𝑛 (𝐴), then

{𝑝} =⋃
𝐼
⟦𝜑𝑖⟧

so as {𝑝} is a singleton, there must be a single formula 𝜑 = 𝜑𝑖 such that {𝑝} = ⟦𝜑⟧; we say
that 𝜑 isolates the type.
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Definition. Let 𝒯 be an ℒ-theory. We say that a formula 𝜑(𝑥1,… , 𝑥𝑛) isolates the 𝑛-type 𝑝
of 𝒯 if 𝒯 ∪ {𝜑} is satisfiable, and

𝒯 ⊨ ∀x. (𝜑(x) → 𝜓(x))

for all 𝜓 ∈ 𝑝.
Proposition. If 𝜑 isolates 𝑝, then 𝑝 is realised in any model of 𝒯 ∪ {∃x. 𝜑(x)}. In particular,
if 𝒯 is a complete theory, then all isolated types are realised.

Proof. Ifℳ is a model of 𝒯 and there exists a such thatℳ ⊨ 𝜑(a), then clearly a realises 𝑝
inℳ. If 𝒯 is complete, then either

𝒯 ⊨ ∃x. 𝜑(x)

or
𝒯 ⊨ ∀x. ¬𝜑(x)

If 𝜑 isolates 𝒯, then 𝒯 ∪ {𝜑} is satisfiable by definition, so the latter case is impossible.

4.4. Omitting types
Theorem (omitting types theorem). Letℒ be a countable language and let𝒯 be anℒ-theory.
Let 𝑝 be a non-isolated 𝑛-type of 𝒯. Then there is a countable modelℳ ⊨ 𝒯 that omits 𝑝.

Proof. Let 𝐶 = {𝑐0, 𝑐1,… } be a countable set of new constants. We expand 𝒯 to a consistent
ℒ𝐶-theory 𝒯⋆ by adding recursively defined sentences 𝜃0, 𝜃1,…. We will do this in such
a way that 𝜃𝑡 → 𝜃𝑠 for all 𝑠 < 𝑡. To build the 𝜃, we first enumerate the 𝑛-tuples 𝐶𝑛 =
{d0,d1,… }, and enumerate the ℒ𝐶-sentences 𝜑0, 𝜑1,….
Start with 𝜃0 = ∀𝑥. 𝑥 = 𝑥, which is trivially true. Suppose we have already constructed 𝜃𝑠
in such a way that 𝒯 ∪ {𝜃𝑠} is consistent.
First, suppose 𝑠 = 2𝑖. These sentences will be designed to turn 𝐶 into the domain of an
elementary substructure of some model of 𝒯⋆. Suppose that 𝜑𝑖 = ∃𝑥. 𝜓(𝑥) is existential,
with parameters in 𝐶 as 𝜑 is anℒ𝐶-formula. Suppose also that𝒯 ⊨ 𝜃𝑠 → 𝜑𝑖. As only finitely
many constants from 𝐶 have been used so far, we can find some unused 𝑐 ∈ 𝐶. Let

𝜃𝑠+1 = 𝜃𝑠 ∧ 𝜓(𝑐)

If𝒩 models 𝒯 ∪ {𝜃𝑠}, then there is a witness to 𝜓 in𝒩, so we can interpret 𝑐 as this witness.
Thus,𝒩models𝒯∪{𝜃𝑠+1}, so this theory is consistent. If𝜑𝑖 is not existential, or𝒯 ⊭ 𝜃𝑠 → 𝜑𝑖,
then define 𝜃𝑠+1 = 𝜃𝑠.
Now, suppose 𝑠 = 2𝑖 + 1. These sentences will be designed to ensure that 𝐶 omits 𝑝. Let
d𝑖 = (𝑒1,… , 𝑒𝑛). Remove every occurrence of the 𝑒𝑗 from 𝜃𝑠 by replacing it with the variable
𝑥𝑗 , and replace every occurrence of other constants in 𝐶 with a fresh variable 𝑥𝑐, together
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with a quantifier ∃𝑥𝑐 in front of the formula. This yields an ℒ-formula 𝜓(𝑥1,… , 𝑥𝑛). For
example, if

𝜃𝑠 = ∀𝑥. ∃𝑦. (𝑟𝑥 + 𝑒1𝑒2 = 𝑦2 + 𝑡𝑒2); 𝑟 ≠ 𝑡 ∈ 𝐶
then

𝜓(𝑥1, 𝑥2) = ∃𝑥𝑟. ∃𝑥𝑡. ∀𝑥. ∃𝑦. (𝑥𝑟𝑥 + 𝑥1𝑥2 = 𝑦2 + 𝑥𝑡𝑥2)
As 𝑝 is not isolated, there is no ℒ-formula that isolates it, so there must be some 𝜑(x) ∈ 𝑝
that is not implied by 𝜓(x); otherwise 𝜓 would isolate the type 𝑝. We define 𝜃𝑠+1 in such a
way that d𝑖 cannot realise 𝑝.

𝜃𝑠+1 = 𝜃𝑠 ∧ ¬𝜑(d𝑖)
This is consistent, because there must be some n ∈ 𝒩 ⊨ 𝒯 such that

𝒩 ⊨ 𝜓(n) ∧ ¬𝜑(n)

and we can turn 𝒩 into an ℒ𝐶-structure that models 𝜃𝑠+1 by interpreting d𝑖 as n, and in-
terpreting the constants in 𝐶 but not in d as the respective witnesses to the existential state-
ments ∃𝑥𝑐 within 𝜓.
Let 𝒯⋆ be 𝒯 together with all of the 𝜃𝑠. Note that each 𝒯 ∪ {𝜃𝑠} is consistent, and each 𝜃𝑠+1
implies 𝜃𝑠, so by compactness, 𝒯⋆ must be consistent. Moreover, ifℳ is a model of 𝒯⋆, the
construction of 𝜃2𝑖+1 ensures that𝐶 has a witness to 𝜑𝑖 that holds inℳ. Thus, by the Tarski–
Vaught test,𝐶 is the domain of an elementary substructure ofℳ. If c ∈ 𝐶 ⊨ 𝒯⋆, then c = d𝑖
for some 𝑖. As 𝐶 ⊨ 𝜃2𝑖+2, we have ¬𝜑(c) for some 𝜑 in the type 𝑝. Hence c cannot realise
the type 𝑝 in 𝐶.

Remark. The proof can be generalised to omit countably many types at the same time.
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5. Indiscernibles
5.1. Introduction
Given a linear order 𝜂, we will write [𝜂]𝑘 for the set of ordered 𝑘-tuples in 𝜂:

[𝜂]𝑘 = {a ∈ 𝜂𝑘 || 𝑎0 <𝜂 𝑎1 <𝜂 ⋯ <𝜂 𝑎𝑘−1}

Definition. Letℳ be anℒ-structure, letΦ be a set ofℒ-formulae, and let 𝜂 be a strict chain
of elements ofℳ. We say that 𝜂 is Φ-indiscernible inℳ if

ℳ ⊨ 𝜑(a) ↔ 𝜑(b)

for all a,b ∈ [𝜂]𝑘 of the correct length and 𝜑 ∈ Φ. We simply say that 𝜂 is a sequence of
indiscernibles if the above holds where Φ is the set of every ℒ-formula.
Example. (i) Any linearly ordered basis ℬ for a vector space provides a sequence of in-

discernibles. Indeed, given a,b ∈ [ℬ]𝑘, there is an automorphism of the vector space
that maps a to b.

(ii) Any chain of algebraically independent elements in a field 𝑘 ⊨ ACF0 is a sequence of
indiscernibles.

(iii) If 𝑅 is a ring, then the variables 𝑋1,… , 𝑋𝑛 form a set of indiscernibles of 𝑅[𝑋1,… , 𝑋𝑛].
Definition. AnEhrenfeucht–Mostowski functor is amapping𝐹 that takes each linear order 𝜂
to anℒ-structure𝐹(𝜂), and each order embedding 𝑔 ∶ 𝜂 ↣ 𝜀 to an embedding ofℒ-structures
𝐹(𝑔) ∶ 𝐹(𝜂) ↣ 𝐹(𝜀), in such a way that
(i) each 𝜂 generates 𝐹(𝜂), that is, 𝜂 ⊆ 𝐹(𝜂) as sets, and every element of 𝐹(𝜂) is of the form

𝑡𝐹(𝜂)(a) where 𝑡(x) is an ℒ-term and a ∈ [𝜂]𝑘;
(ii) for each order embedding 𝑔 ∶ 𝜂 ↣ 𝜀, the embedding of ℒ-structures 𝐹(𝑔) extends 𝑔;
(iii) for every linear order 𝜂, we have 𝐹(1𝜂) = 1𝐹(𝜂);
(iv) for each composable pair of embeddings 𝑓, 𝑔, we have 𝐹(𝑔 ∘ 𝑓) = 𝐹(𝑔)𝐹(𝑓).
In particular, every automorphismof a linear order 𝜂 induces an automorphismof𝐹(𝜂).
Proposition (sliding property). Let 𝐹 be an Ehrenfeucht–Mostowski functor, let 𝜂, 𝜀 be lin-
ear orders, and let a ∈ [𝜂]𝑘,b ∈ [𝜀]𝑘. Then for every quantifier-free formula 𝜑(𝑥1,… , 𝑥𝑘),
we have

𝐹(𝜂) ⊨ 𝜑(a) ⟺ 𝐹(𝜀) ⊨ 𝜑(b)

Proof. Embed 𝜂 and 𝜀 into some linear order 𝜌 in which a and b are identified. Let 𝑓 ∶ 𝜂 → 𝜌
and 𝑔 ∶ 𝜀 → 𝜌 be the embeddings. Suppose that 𝐹(𝜂) ⊨ 𝜑(a). As embeddings preserve
quantifier-free formulae and the map 𝐹(𝑓) ∶ 𝐹(𝜂) ↣ 𝐹(𝜌) extends 𝑓, we must have that
𝐹(𝜌) ⊨ 𝜑(𝑓(a)). As 𝑓(a) = 𝑔(b), we must have 𝐹(𝜌) ⊨ 𝜑(𝑔(b)), and so for the same reason,
𝐹(𝜀) ⊨ 𝜑(b).
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We see that the chain 𝜂 ⊆ 𝐹(𝜂) is indiscernible by quantifier-free formulas.
Definition. Letℳ be an ℒ-structure containing a linear order 𝜂 ⊆ ℳ as sets. Then, we
define the theory of 𝜂 inℳ, denoted Th(ℳ, 𝜂), to be the set of all ℒ-formulae 𝜑(x) that are
satisfiable inℳ by every ordered tuple a = 𝑎0 < ⋯ < 𝑎𝑘−1 in 𝜂. The theory Th(𝐹) of an
Ehrenfeucht–Mostowski functor 𝐹 is the set of all ℒ-formulae 𝜑(x) such that 𝐹(𝜂) ⊨ 𝜑(a)
for every linear order 𝜂 and ordered tuple a in 𝜂.
Lemma. Let 𝜂 be an infinite linear order, let 𝐹 be an Ehrenfeucht–Mostowski functor, and
let 𝜑 be a universal sentence that is true in 𝐹(𝜂). Then 𝜑 ∈ Th(𝐹).

Proof. Let 𝜑 = ∀x. 𝜓(x) where 𝜓 is quantifier-free. Let 𝜀 be a linear order, and let a ∈ 𝐹(𝜀);
we need to show 𝐹(𝜀) ⊨ 𝜓(a). As 𝜀 generates 𝐹(𝜀), there is a finite suborder 𝜀0 such that
a ∈ 𝐹(𝜀0). But 𝜂 is infinite, so there is an embedding 𝑓 ∶ 𝜀0 ↣ 𝜂. By assumption, 𝐹(𝑓)(a)
satisfies𝜓 in 𝐹(𝜂), so 𝐹(𝜀0) ⊨ 𝜓(a), as𝜓 is quantifier-free so is preserved under substructures.
Similarly, 𝐹(𝜀) ⊢ 𝜓(a), as required.

5.2. Existence of Ehrenfeucht–Mostowski functors
Lemma (stretching property). Letℳ be an ℒ-structure that contains the linear order 𝜔 as
a generating set. Suppose that 𝜔 is indiscernible by quantifier-free formulae. Then there is
an Ehrenfeucht–Mostowski functor 𝐹 such thatℳ = 𝐹(𝜔). Moreover, if 𝐺 is another such
functor, then there is an isomorphism 𝛼 ∶ 𝐹(𝜂) → 𝐺(𝜂) for each linear order 𝜂, and 𝛼|𝜂 = 1𝜂.
𝐹 is unique up to natural isomorphism.
Definition. Let 𝐹 be an Ehrenfeucht–Mostowski functor, and let𝒯 be a theory. Themodels
of 𝒯 that are of the form 𝐹(𝜂) are called Ehrenfeucht–Mostowski models of 𝒯.
Theorem (Ramsey). Let𝑋 be a countable linear order, and let 𝑘, 𝑛 be positive integers. Then
for every function 𝑓 ∶ [𝑋]𝑘 → 𝑛, there is an infinite subset 𝑌 ⊆ 𝑋 such that 𝑓 is constant on
[𝑌]𝑘.
We will use Ramsey’s theorem to show that Ehrenfeucht–Mostowski models for Skolem
theories with infinite models always exist.

Lemma. Let 𝐹 be an Ehrenfeucht–Mostowski functor such that Th(𝐹(𝜔)) is Skolem. Then
Th(𝐹) includes either 𝜑(x) or ¬𝜑(x) for every ℒ-formula 𝜑(x). In particular, all of the 𝐹(𝜂)
are elementarily equivalent, and each linear order 𝜂 is indiscernible in 𝐹(𝜂).

Proof. Since Th(𝐹(𝜔)) is Skolem, it admits a universal axiomatisation. Moreover, every for-
mula is equivalent to a quantifier-free formula modulo Th(𝐹(𝜔)). The result then follows
from the sliding property and the lemma on universal sentences.

Theorem (Ehrenfeucht–Mostowski theorem). Letℳ be an ℒ-structure, and suppose that
Th(ℳ) is Skolem. If 𝜂 is infinite linear order that is contained as a set inℳ, then there is an
Ehrenfeucht–Mostowski functor 𝐹 in ℒ whose theory expands Th(ℳ, 𝜂).
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Proof. We want to build a theory expanding Th(ℳ, 𝜂), whose models include an indiscern-
ible copy of 𝜔. First, expand ℒ to add 𝜔-many constants 𝐶 = {𝑐𝑖 ∣ 𝑖 ∈ 𝜔}, and we build an
ℒ𝐶-theory 𝒯 with the following axioms:

(i) 𝜑(a) ↔ 𝜑(b), for each ℒ-formula 𝜑(x) and ordered tuples a,b ∈ [𝐶]|x|;
(ii) 𝜑(𝑐0,… , 𝑐𝑘−1), for each formula 𝜑(𝑥0,… , 𝑥𝑘−1) in Th(ℳ, 𝜂).

We will show that this theory has a model by compactness. Let 𝒰 be a finite subset of 𝒯,
and list the formulae in𝒰 as 𝜑0,… , 𝜑𝑚−1. Note that there is some finite 𝑘 such that the new
constants that show up in the formulae in 𝒰 are among 𝑐0,… , 𝑐𝑘−1. By adding redundant
variables, we may assume that each of these formulae all have free variables 𝑐0,… , 𝑐𝑘−1 for
simplicity.

Define an equivalence relation ∼ on [𝜂]𝑘 by declaring that a ∼ b ifℳ ⊨ 𝜑𝑗(a) if and only
ifℳ ⊨ 𝜑𝑗(b) for each 𝑗 < 𝑚. This equivalence relation partitions [𝜂]𝑘 into finitely many
equivalence classes. Hence, by Ramsey’s theorem, there is an infinite sequence e = 𝑒0 <
𝑒1 < ⋯ < 𝑒2𝑘−1 in 𝜂 such that any two ordered 𝑘-tuples extracted from e are in the same
equivalence class. We can interpret each 𝑐𝑗 inℳ as 𝑒𝑗 for each 𝑗 < 𝑘, makingℳ into an
ℒc-structure that models 𝒰.
Let𝒩 be a model of 𝒯. The new constants 𝑐𝑖 must be interpreted as different elements of
𝒩, as Th(ℳ, 𝜂) includes the sentence 𝑥0 ≠ 𝑥1. Hence𝒩 contains a copy of 𝜔, by seeing 𝑐𝑖
in𝒩 as 𝑖. Consider𝒩⋆, which is the ℒ-reduct of𝒩, and let 𝒮 = ⟨𝜔⟩𝒩⋆ . Note that Th(ℳ, 𝜂)
is contained in Th(𝒩⋆, 𝜔). This in particular implies that Thℒ(𝒩⋆) is Skolem, as Th(ℳ)
is Skolem and Th(ℳ) ⊆ Th(ℳ, 𝜂). It then follows that 𝒮 is an elementary substructure
of 𝒩⋆, and is generated by 𝜔. Then, Th(ℳ, 𝜂) ⊆ Th(𝒮, 𝜔). Finally, sentences in 𝒯 ensure
that 𝜔 is indiscernible in 𝒮 by construction, so the stretching lemma gives an Ehrenfeucht–
Mostowski functor 𝐹 with 𝒮 = 𝐹(𝜔), which completes the proof by the previous lemma.
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6. Intuitionistic logic
6.1. The Brouwer–Heyting–Kolmogorov interpretation
We will construct a system of logic in which every proof contains evidence of its truth. Our
system will have the following properties, known as the Brouwer–Heyting–Kolmogorov in-
terpretation.

(i) ⊥ has no proof.

(ii) To prove 𝜑 ∧ 𝜓, one must provide a proof of 𝜑 together with a proof of 𝜓.
(iii) To prove 𝜑 → 𝜓, one must provide a mechanism for translating a proof of 𝜑 into a

proof of 𝜓. In particular, to prove ¬𝜑, we must provide a way to turn a proof of 𝜑 into
a contradiction.

(iv) To prove 𝜑 ∨ 𝜓, we must specify either 𝜑 or 𝜓, and then provide a proof for it. Note
that in a classical setting, a proof of 𝜑 ∨ 𝜓 need not specify which of the two disjuncts
is true.

(v) The law of the excluded middle LEM, which states 𝜑∨¬𝜑, is not valid. If this held for
some proposition, we could decide whether the proposition was true or its negation is
true, because any proof of 𝜑 ∨ ¬𝜑 contains this information.

(vi) To prove ∃𝑥. 𝜑(𝑥), one must provide a term 𝑡 together with a proof of 𝜑(𝑡).
(vii) To prove ∀𝑥. 𝜑(𝑥), onemust provide amechanism that converts any term 𝑡 into a proof

of 𝜑(𝑡).
This will be called intuitionistic (propositional) logic IPC.

Theorem (Diaconescu). In intuitionistic ZF set theory, the law of the excludedmiddle LEM
can be deduced from the axiom of choice AC.

Proof. Let 𝜑 be a proposition; we want a proof of 𝜑∨¬𝜑. Using the axiom of separation, we
have proofs that the following sets exist.

𝐴 = {𝑥 ∈ {0, 1} ∣ 𝜑 ∨ (𝑥 = 0)}; 𝐵 = {𝑥 ∈ {0, 1} ∣ 𝜑 ∨ (𝑥 = 1)}
These sets are inhabited: there exists an element in each of them; in particular, 0 ∈ 𝐴 and
1 ∈ 𝐴 are intuitionistically valid. Note that being inhabited is strictly stronger than being
nonempty in intuitionistic logic. This is because any proof that a set is inhabited contains
information about an element in the set. The set {𝐴, 𝐵} is a family of inhabited sets, so by
the axiom of choice, we have a choice function 𝑓 ∶ {𝐴, 𝐵} → 𝐴∪𝐵, and we have a proof that
𝑓(𝐴) ∈ 𝐴 and 𝑓(𝐵) ∈ 𝐵. Thus, we have a proof of

(𝜑 ∨ (𝑓(𝐴) = 0)) ∧ (𝜑 ∨ (𝑓(𝐵) = 1))
We also have a proof that 𝑓(𝐴), 𝑓(𝐵) ∈ {0, 1}. In particular, we either have a proof that
𝑓(𝐴) = 0 or we have a proof that 𝑓(𝐴) = 1, and the same holds for 𝐵. We have the following
cases.
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(i) Suppose we have a proof that 𝑓(𝐴) = 1. Then we have a proof of 𝜑 ∨ (1 = 0), so we
must have a proof of 𝜑.

(ii) Suppose we have a proof that 𝑓(𝐵) = 0. Then similarly we have a proof of 𝜑 ∨ (0 = 1),
so we must have a proof of 𝜑.

(iii) Suppose we have proofs that 𝑓(𝐴) = 0 and 𝑓(𝐵) = 1. We will prove ¬𝜑. Suppose that
we have a proof of 𝜑. Then from a proof of 𝜑 ∨ (𝑥 = 0) or 𝜑 ∨ (𝑥 = 1) we can derive a
proof of the other, so by the axiom of extensionality,𝐴 = 𝐵. Then 0 = 𝑓(𝐴) = 𝑓(𝐵) = 1
as 𝑓 is a function, giving a contradiction. Thus, we have constructed a proof of ¬𝜑.

We can always specify a proof of 𝜑 or a proof of ¬𝜑, so we have 𝜑 ∨ ¬𝜑.

Remark. (i) Intuitionistic mathematics is more general than classical mathematics, be-
cause it operates on fewer assumptions.

(ii) Notions that are classically conflated may be different in intuitionistic logic. For ex-
ample, there is no classical distinction between inhabited and nonempty sets, but they
are not the same in intuitionistic logic. Other examples include finiteness, or disequal-
ity and apartness.

(iii) Intuitionistic proofs have computational content attached to them, but classical proofs
may not.

(iv) Intuitionistic logic is the internal logic of an arbitrary topos.

6.2. Natural deduction
We will use the notation Γ ⊢ 𝜑, or Γ ⊢IPC 𝜑, to denote that the set of open assumptions Γ
let us conclude 𝜑. Γ is also called the context. We will inductively define this provability
relation. Some rules, called introduction rules, let us construct proofs.

∧-I
Γ ⊢ 𝐴 Γ ⊢ 𝐵

Γ ⊢ 𝐴 ∧ 𝐵

∨-I
Γ ⊢ 𝐴

Γ ⊢ 𝐴 ∨ 𝐵

∨-I
Γ ⊢ 𝐵

Γ ⊢ 𝐴 ∨ 𝐵

Dually, some rules, called elimination rules, let us extract information from proofs.

∧-E
Γ ⊢ 𝐴 ∧ 𝐵
Γ ⊢ 𝐴

∧-E
Γ ⊢ 𝐴 ∧ 𝐵
Γ ⊢ 𝐵

∨-E
Γ, 𝐴 ⊢ 𝐶 Γ, 𝐵 ⊢ 𝐶 Γ ⊢ 𝐴 ∨ 𝐵

Γ ⊢ 𝐶

We now define the principle of explosion, which is an elimination rule for ⊥. We do not
construct an introduction rule for ⊥.

⊥-E
Γ ⊢ ⊥
Γ ⊢ 𝐴
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We now define the introduction and elimination rules for implication. The elimination rule
is known asmodus ponens.

→-I
Γ, 𝐴 ⊢ 𝐵
Γ ⊢ 𝐴 → 𝐵

→-E
Γ ⊢ 𝐴 → 𝐵 Γ ⊢ 𝐴

Γ ⊢ 𝐵

We finally define a rule called theaxiomschema, that allowsus to prove our assumptions.

Ax

Γ, 𝐴 ⊢ 𝐴

If an inference rule moves an assumption out of the context, we say that the assumption is
discharged or closed. We are allowed to drop assumptions that we do not use; this is called
the weakening rule. We obtain classical propositional logic CPC by additionally adding one
of the following two rules.

LEM

Γ ⊢ 𝐴 ∨ ¬𝐴

¬¬-E
Γ,¬𝐴 ⊢ ⊥
Γ ⊢ 𝐴

We will additionally use the informal notation

[𝐴]
⋮
𝑋

[𝐵]
⋮
𝑌

𝐶
(𝐴, 𝐵)

to mean that if we can prove 𝑋 assuming 𝐴 and we can prove 𝑌 assuming 𝐵, then we can
infer𝐶 by discharging the open assumptions𝐴 and𝐵. For example, we canwrite an instance
of→-I as

Γ, [𝐴]
⋮
𝐵

Γ ⊢ 𝐴 → 𝐵
(𝐴)

To extend this to intuitionistic predicate logic IQC, we need to add rules for quantifiers.

∃-I
Γ ⊢ 𝜑[𝑥 ≔ 𝑡]
Γ ⊢ ∃𝑥. 𝜑(𝑥)

∀-I
Γ ⊢ 𝜑 𝑥 not free in Γ

Γ ⊢ ∀𝑥. 𝜑

∃-E
Γ ⊢ ∃𝑥. 𝜑 Γ, 𝜑 ⊢ 𝜓 𝑥 not free in Γ

Γ ⊢ 𝜓

∀-E
Γ ⊢ ∀𝑥. 𝜑

Γ ⊢ 𝜑[𝑥 ≔ 𝑡]
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Example. We will show that ⊢IPC 𝐴 ∧ 𝐵 → 𝐵 ∧ 𝐴.

[𝐴 ∧ 𝐵]
𝐵

∧-E
[𝐴 ∧ 𝐵]
𝐴

∧-E

𝐵 ∧ 𝐴
∧-I

𝐴 ∧ 𝐵 → 𝐵 ∧ 𝐴
→-I

Example. We will show that the logical axioms

𝜑 → (𝜓 → 𝜑); (𝜑 → (𝜓 → 𝜒)) → ((𝜑 → 𝜓) → (𝜑 → 𝜒))

are intuitionistically valid.

[𝜑]
𝜑

Ax
[𝜓]

𝜓 → 𝜑
(→-I, 𝜓)

𝜑 → (𝜓 → 𝜑)
(→-I, 𝜑)

For the second axiom,

[𝜑 → (𝜓 → 𝜒)] [𝜑]
𝜓 → 𝜒

→-E
[𝜑 → 𝜓] [𝜑]

𝜓
→-E

𝜒
→-E

𝜑 → 𝜒
(𝜑)

(𝜑 → 𝜓) → (𝜑 → 𝜒)
(𝜑 → 𝜓)

(𝜑 → (𝜓 → 𝜒)) → ((𝜑 → 𝜓) → (𝜑 → 𝜒))
(𝜑 → (𝜓 → 𝜒))

Lemma. If Γ ⊢IPC 𝜑, then Γ, 𝜓 ⊢IPC 𝜑. Moreover, if 𝑝 is a primitive proposition and 𝜓 is
any proposition, then

Γ[𝑝 ≔ 𝜓] ⊢IPC 𝜑[𝑝 ≔ 𝜓]

Proof. This follows easily by induction over the length of the proof.

6.3. The simply typed lambda calculus
Fornow,wewill assumeweare given a setΠ of simple types, generated by the grammar

Π ⩴ 𝒰 ∣ Π → Π

where 𝒰 is a countable set of primitive types or type variables.
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6. Intuitionistic logic

Let 𝑉 be an infinite set of variables. The set ΛΠ of simply typed 𝜆-terms is defined by the
grammar

ΛΠ ⩴ 𝑉 ∣ 𝜆𝑉 ∶ Π.ΛΠ⏟⎵⎵⏟⎵⎵⏟
𝜆-abstraction

∣ ΛΠΛΠ⏟⎵⏟⎵⏟
𝜆-application

A context Γ is a set of pairs {𝑥1 ∶ 𝜏1,… , 𝑥𝑛 ∶ 𝜏𝑛}, where the 𝑥𝑖 are distinct variables, and the
𝜏𝑛 are types. We write 𝒞 for the set of all contexts. Given a context Γ ∈ 𝒞, we also write
Γ, 𝑥 ∶ 𝜏 for the context Γ ∪ {𝑥 ∶ 𝜏}. The domain of Γ is the set domΓ of variables that appear
in Γ; similarly, the range of Γ is the set |Γ| of types that appear in Γ.

The typability relation (−) ⊩ (−) ∶ (−) is a relation on 𝒞×ΛΠ×Π, defined recursively using
the following rules.

(i) For every context Γ, variable 𝑥 ∉ domΓ, and type 𝜏, we have Γ, 𝑥 ∶ 𝜏 ⊩ 𝑥 ∶ 𝜏.

(ii) Let Γ be a context, 𝑥 ∉ domΓ, let 𝜎, 𝜏 be types, and let 𝑀 be a 𝜆-term. If Γ, 𝑥 ∶ 𝜎 ⊩
𝑀 ∶ 𝜏, then Γ ⊩ (𝜆𝑥 ∶ 𝜎.𝑀) ∶ 𝜎 → 𝜏.

(iii) Let Γ be a context, 𝜎, 𝜏 be types, and let𝑀 and 𝑁 be 𝜆-terms. If Γ ⊩ 𝑀 ∶ (𝜎 → 𝜏) and
Γ ⊩ 𝑁 ∶ 𝜎, then Γ ⊩ (𝑀𝑁) ∶ 𝜏.

We will refer to the 𝜆-calculus of ΛΠ with this typability relation as 𝜆(→).

An occurrence of a variable 𝑥 in a 𝜆-abstraction is called bound, otherwise it is called free. A
term with no free variables is called closed. 𝜆-terms that differ only in the names of bound
variables are called 𝛼-equivalent, so for example, (𝜆𝑥 ∶ 𝜎. 𝑥) and (𝜆𝑦 ∶ 𝜎. 𝑦) are 𝛼-equivalent.
Whenever it is convenient, we will replace terms with 𝛼-equivalent terms to avoid reusing
variable names.

If 𝑀 and 𝑁 are 𝜆-terms and 𝑥 is a variable, we can define the substitution of 𝑁 for 𝑥 in 𝑀
recursively:

(i) 𝑥[𝑥 ≔ 𝑁] = 𝑁;

(ii) 𝑦[𝑥 ≔ 𝑁] = 𝑦 if 𝑥 ≠ 𝑦;

(iii) (𝜆𝑦 ∶ 𝜎.𝑀)[𝑥 ≔ 𝑁] = (𝜆𝑦 ∶ 𝜎.𝑀[𝑥 ≔ 𝑁]) if 𝑥 ≠ 𝑦 (which can be done without loss
of generality by 𝛼-equivalence);

(iv) (𝑃 𝑄)[𝑥 ≔ 𝑁] = (𝑃[𝑥 ≔ 𝑁]) (𝑄[𝑥 ≔ 𝑁]).

We define the 𝛽-reduction relation→𝛽 on ΛΠ to be the smallest relation that is closed under
the following rules:

(i) (𝜆𝑥 ∶ 𝜎. 𝑃)𝑄 →𝛽 𝑃[𝑥 ≔ 𝑄];

(ii) if 𝑃 →𝛽 𝑃′, then for any 𝑥 ∈ 𝑉 and 𝜎 ∈ Π, we have (𝜆𝑥 ∶ 𝜎. 𝑃) →𝛽 (𝜆𝑥 ∶ 𝜎. 𝑃′);

(iii) if 𝑃 →𝛽 𝑃′ and 𝑍 is a 𝜆-term, then 𝑃 𝑍 →𝛽 𝑃′ 𝑍 and 𝑍 𝑃 →𝛽 𝑍 𝑃′.
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We define the 𝛽-equivalence relation ≡𝛽 to be the smallest equivalence relation containing
→𝛽. For example, we have

(𝜆𝑥 ∶ ℤ. (𝜆𝑦 ∶ 𝜏. 𝑥)) 2 →𝛽 (𝜆𝑦 ∶ 𝜏. 2)

An expression (𝜆𝑥 ∶ 𝜎. 𝑃)𝑄 to be 𝛽-reduced is called a 𝛽-redex; the resulting term 𝑃[𝑥 ≔ 𝑄]
is called its 𝛽-reduct or 𝛽-contractum. If no 𝛽-reductions can be carried out on a 𝜆-term, we
say that the term is in 𝛽-normal form. We write𝑀 ↠𝛽 𝑁 if𝑀 reduces to 𝑁 after potentially
multiple applications of 𝛽-reduction.

If 𝑥 is not free in 𝑃, the term (𝜆𝑥 ∶ 𝜎. (𝑃 𝑥)) is said to 𝜂-reduce to 𝑃, written (𝜆𝑥 ∶ 𝜎. (𝑃 𝑥)) →𝜂
𝑃, and we say that (𝜆𝑥 ∶ 𝜎. (𝑃 𝑥)) and 𝑃 are 𝜂-equivalent.

By convention, we will write

(i) 𝐾𝐿𝑀 for (𝐾𝐿)𝑀;

(ii) 𝜆𝑥 ∶ 𝜎. 𝜆𝑦 ∶ 𝜏.𝑀 for 𝜆𝑥 ∶ 𝜎. (𝜆𝑦 ∶ 𝜏.𝑀);

(iii) 𝜆𝑥 ∶ 𝜎.𝑀 𝑁 for 𝜆𝑥 ∶ 𝜎. (𝑀 𝑁);

(iv) 𝑀 𝜆𝑥 ∶ 𝜎.𝑁 for𝑀 (𝜆𝑥 ∶ 𝜎.𝑁).

6.4. Basic properties

The following technical lemmas can be proven by induction.

Lemma (free variables lemma). Suppose that Γ ⊩ 𝑀 ∶ 𝜎. Then

(i) if Γ ⊆ Δ, then Δ ⊩ 𝑀 ∶ 𝜎;

(ii) the free variables of𝑀 occur in Γ;

(iii) Δ ⊩ 𝑀 ∶ 𝜎 for some Δ ⊆ Γ containing only the free variables of𝑀 in its domain.

Lemma (generation lemma). (i) For every variable 𝑥, context Γ, and type 𝜎, if Γ ⊩ 𝑥 ∶ 𝜎,
then 𝑥 ∶ 𝜎 ∈ Γ.

(ii) If Γ ⊩ (𝜆𝑥 ∶ 𝜏. 𝑁) ∶ 𝜎, then there is a type 𝜌 such that Γ, 𝑥 ∶ 𝜏 ⊩ 𝑁 ∶ 𝜌, and
𝜎 = (𝜏 → 𝜌).

(iii) If Γ ⊩ (𝑀𝑁) ∶ 𝜎, then there is a type 𝜏 such that Γ ⊩ 𝑀 ∶ 𝜏 → 𝜎 and Γ ⊩ 𝑁 ∶ 𝜏.

Lemma (substitution lemma). The typability relation respects substitution.

Lemma (subject reduction). If Γ ⊩ 𝑀 ∶ 𝜎 and𝑀 →𝛽 𝑁, then Γ ⊩ 𝑁 ∶ 𝜎.

The following theorem establishes the confluence property of 𝜆-terms.
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Theorem (Church–Rosser theorem for 𝜆(→)). Suppose that Γ ⊩ 𝑀 ∶ 𝜎. If𝑀 ↠𝛽 𝑁1 and
𝑀 ↠𝛽 𝑁2, then there exists 𝑃 such that 𝑁1 ↠𝛽 𝐿 and 𝑁2 ↠𝛽 𝐿, and Γ ⊩ 𝐿 ∶ 𝜎.

𝑀

𝑁1 𝑁2

𝐿

Corollary. If a simply typed 𝜆-term admits a 𝛽-normal form, then this 𝛽-normal form is
unique.

Proposition (uniqueness of types). (i) Suppose Γ ⊩ 𝑀 ∶ 𝜎 and Γ ⊩ 𝑀 ∶ 𝜏. Then 𝜎 = 𝜏.
(ii) Suppose Γ ⊩ 𝑀 ∶ 𝜎 and Γ ⊩ 𝑁 ∶ 𝜏, and that𝑀 ≡𝛽 𝑁. Then 𝜎 = 𝜏.

Proof. The first part is by induction on 𝑀. For the second part, by the Church–Rosser the-
orem there is a term 𝐿 to which 𝑀 and 𝑁 both eventually reduce, so the result holds by
subject reduction.

Example. There is no way to assign a type to the expression 𝜆𝑥. 𝑥 𝑥. Indeed, if 𝑥 has type 𝜏,
then it must also have type 𝜏 → 𝜎 for some 𝜎, but this contradicts uniqueness of types.

6.5. 𝛽-normal form
We will measure the complexity of a type by looking at it as a binary tree. For example,
for

𝜌 = 𝜇 → [((𝜑 → 𝜓) → 𝜒) → ((𝜑 → 𝜒) → (𝜑 → 𝜓))]
the corresponding binary tree is

𝜑 𝜓 𝜑 𝜒 𝜑 𝜓

• 𝜒 • •

• •

𝜇 •

•
The height of this tree is the complexity of the type, which in this case is 4. For convenience,
we will annotate types of terms with superscripts.
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Definition. The height function is the map ℎ ∶ Π → ℕ that maps a type variable to 0,
and maps a function type 𝜎 → 𝜏 to 1 + max(ℎ(𝜎), ℎ(𝜏)). We extend the height function to
𝛽-redexes: if (𝜆𝑥 ∶ 𝜎. 𝑃𝜏)𝜎→𝜏𝑅𝜎 is a redex, its height is ℎ(𝜎 → 𝜏).
Theorem (weak normalisation theorem). Suppose Γ ⊩ 𝑀 ∶ 𝜎. Then there is a finite
reduction path

𝑀 = 𝑀0 →𝛽 𝑀1 →𝛽 … →𝛽 𝑀𝑛

where𝑀𝑛 is in 𝛽-normal form.

Proof (taming the hydra). First, we define the function𝑚 ∶ ΛΠ → ℕ×ℕ by𝑚(𝑀) = (0, 0) if
𝑀 is in 𝛽-normal form, and otherwise,𝑚(𝑀) is the pair (ℎ(𝑀), redex(𝑀))where ℎ(𝑀) is the
maximal height of redexes in 𝑀 and redex(𝑀) is the number of redexes in 𝑀. We will use
induction on the well-founded relation given by the lexicographic order on ℕ × ℕ to show
that if𝑀 is typeable, it can be reduced to 𝛽-normal form.
If Γ ⊩ 𝑀 ∶ 𝜎 and 𝑀 is in 𝛽-normal form, then the claim is trivial. Otherwise, let Δ be the
rightmost redex of maximal height ℎ = ℎ(𝑀). By reducing Δ, we may introduce copies of
existing redexes, or create new redexes. Creation of new redexes can occur in one of the
following ways.

(i) Suppose Δ is of the form

(𝜆𝑥 ∶ (𝜌 → 𝜇). …𝑥 𝑃𝜌…)(𝜆𝑦 ∶ 𝜌. 𝑄𝜇)𝜌→𝜇

Then it reduces to
…(𝜆𝑦 ∶ 𝜌. 𝑄𝜇)𝜌→𝜇𝑃𝜌…

which is a new redex of height ℎ(𝜌 → 𝜇) < ℎ.
(ii) Suppose Δ is of the form

(𝜆𝑥 ∶ 𝜏. 𝜆𝑦 ∶ 𝜌. 𝑅𝜇)𝑃𝜏

occurring in the position Δ𝜌→𝜏 𝑄𝜌. Suppose that Δ reduces to 𝜆𝑦 ∶ 𝜌. 𝑅𝜇1 . Then we
have created a new redex (𝜆𝑦 ∶ 𝜌. 𝑅𝜇1 )𝑄𝜌 of height ℎ(𝜌 → 𝜇) < ℎ(𝜏 → 𝜌 → 𝜇) = ℎ.

(iii) Suppose Δ is of the form

(𝜆𝑥 ∶ (𝜌 → 𝜇). 𝑥)(𝜆𝑦 ∶ 𝜌. 𝑃𝜇)

occurring in the position Δ𝜌→𝜇𝑄𝜌. Then this reduces to (𝜆𝑦 ∶ 𝜌. 𝑃𝜇)𝑄𝜌 of height
ℎ(𝜌 → 𝜇) < ℎ.

There is still the possibility that reduction ofΔ introduces copies of existing redexes. Suppose
Δ is of the form

(𝜆𝑥 ∶ 𝜌. 𝑃𝜌)𝑄𝜏

and 𝑃 has more than one free occurrence of 𝑥. Then the reduction of Δwill copy all redexes
in 𝑄. But as Δ was chosen to be rightmost with maximal height, the height of all redexes in
𝑄 have height less than ℎ.
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So if𝑀 →𝛽 𝑀′ by reducing Δ, it is always the case that𝑚(𝑀′) < 𝑚(𝑀) in the lexicographic
order. By the inductive hypothesis, 𝑀′ can be reduced to 𝛽-normal form, so the result also
holds for𝑀.

Theorem (strong normalisation theorem). Let Γ ⊩ 𝑀 ∶ 𝜎. Then there is no infinite se-
quence

𝑀 →𝛽 𝑀1 →𝛽 𝑀2 →𝛽 ⋯

The proof is omitted.

6.6. Propositions as types
We will work with the fragment of IPC, denoted IPC(→), where the only connective is →,
and the deduction rules are→-I,→-E, Ax.

If ℒ is a propositional language for IPC(→) and 𝑃 is its set of primitive propositions, we can
generate a simply typed 𝜆-calculus 𝜆(→) by taking the set of primitive types𝒰 to be 𝑃. Then
the types Π and the propositions ℒ are generated by the same grammar

𝒰 ∣ Π → Π

A proposition is thus the type of its proofs, and a context is a set of hypotheses.

Proposition (Curry–Howard correspondence for IPC(→)). Let Γ be a context for 𝜆(→), and
let 𝜑 be a proposition. Then

(i) If Γ ⊩ 𝑀 ∶ 𝜑, then

|Γ| = {𝜏 ∈ Π ∣ ∃𝑥. (𝑥 ∶ 𝜏) ∈ Γ} ⊢IPC(→) 𝜑

(ii) If Γ ⊢IPC(→) 𝜑, then there is a simply typed 𝜆-term𝑀 such that

{(𝑥𝜏 ∶ 𝜏) ∣ 𝜏 ∈ Γ} ⊩ 𝑀 ∶ 𝜑

Proof. Part (i). We use induction over the derivation of Γ ⊩ 𝑀 ∶ 𝜑. If 𝑥 is a variable not
occurring in Γ′, and the derivation is of the form Γ′, 𝑥 ∶ 𝜑 ⊩ 𝑥 ∶ 𝜑, then wemust prove that
|Γ′, 𝑥 ∶ 𝜑| ⊢ 𝜑, and this holds as 𝜑 ⊢ 𝜑.

If the derivation has 𝑀 of the form 𝜆𝑥 ∶ 𝜎. 𝑁 and 𝜑 = 𝜎 → 𝜏, then we must have that
Γ, 𝑥 ∶ 𝜎 ⊩ 𝑁 ∶ 𝜏. By the inductive hypothesis, we have |Γ, 𝑥 ∶ 𝜎| ⊢ 𝜏, so |Γ|, 𝜎 ⊢ 𝜏. Thus we
obtain a proof of 𝜎 → 𝜏 from |Γ| by→-I.

If the derivation is of the form Γ ⊩ (𝑃 𝑄) ∶ 𝜑, then we must have Γ ⊩ 𝑃 ∶ 𝜎 → 𝜑 and
Γ ⊩ 𝑄 ∶ 𝜎 for some 𝜎. By the inductive hypothesis, |Γ| ⊢ 𝜎 → 𝜑 and |Γ| ⊢ 𝜎. Then the
result holds by→-E.
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Part (ii). We use induction over the proof tree of Γ ⊢IPC(→) 𝜑. We write

Δ = {(𝑥𝜏 ∶ 𝜏) ∣ 𝜏 ∈ Γ}

Suppose that we are at a stage of the proof that uses Ax, so Γ, 𝜑 ⊢ 𝜑. If 𝜑 ∈ Γ, then clearly
Δ ⊩ 𝑥𝜑 ∶ 𝜑. Otherwise, Δ, 𝑥𝜑 ∶ 𝜑 ⊩ 𝑥𝜑 ∶ 𝜑 as required.

Suppose that we are at a stage of the proof that uses→-E, so

Γ ⊢ 𝜑 → 𝜓 Γ ⊢ 𝜑
Γ ⊢ 𝜓

By the inductive hypothesis, there are 𝜆-terms 𝑀,𝑁 such that Δ ⊩ 𝑀 ∶ 𝜑 → 𝜓 and Δ ⊩
𝑁 ∶ 𝜑. Then Δ ⊩ (𝑀𝑁) ∶ 𝜓 as required.

Finally, suppose we are at a stage of the proof that uses→-I, so

Γ, 𝜑 ⊢ 𝜓
Γ ⊢ 𝜑 → 𝜓

If 𝜑 ∈ Γ, then by the inductive hypothesis, there is a 𝜆-term 𝑀 such that Δ ⊩ 𝑀 ∶ 𝜓. By
the weakening rule, Δ, 𝑥 ∶ 𝜑 ⊩ 𝑀 ∶ 𝜓 where 𝑥 is a variable that does not occur in Δ. Then
Δ ⊩ (𝜆𝑥 ∶ 𝜑.𝑀) ∶ 𝜑 → 𝜓 as required. Now suppose 𝜑 ∉ Γ. By the inductive hypothesis we
obtain a 𝜆-term𝑀 such that Δ, 𝑥𝜑 ∶ 𝜑 ⊩ 𝑀 ∶ 𝜓. Then similarly Δ ⊩ (𝜆𝑥𝜑 ∶ 𝜑.𝑀) ∶ 𝜑 →
𝜓.

This justifies the Brouwer–Heyting–Kolmogorov interpretation of intuitionistic logic.

Example. Let 𝜑, 𝜓 be primitive propositions, and consider the 𝜆-term

𝜆𝑓 ∶ (𝜑 → 𝜓) → 𝜑. 𝜆𝑔 ∶ 𝜑 → 𝜓. 𝑔(𝑓𝑔)

This term has type
((𝜑 → 𝜓) → 𝜑) → ((𝜑 → 𝜓) → 𝜓)

The term encodes a proof of this proposition in ⊢IPC(→). The corresponding proof tree is

𝑔 ∶ [𝜑 → 𝜓] 𝑓 ∶ [(𝜑 → 𝜓) → 𝜑]
𝑓𝑔 ∶ 𝜑

→-E
𝑔 ∶ [𝜑 → 𝜓]

𝑔(𝑓𝑔) ∶ 𝜓
→-E

𝜆𝑔 ∶ 𝜑 → 𝜓. 𝑔(𝑓𝑔) ∶ (𝜑 → 𝜓) → 𝜓
→-I

𝜆𝑓 ∶ (𝜑 → 𝜓) → 𝜑. 𝜆𝑔 ∶ 𝜑 → 𝜓. 𝑔(𝑓𝑔) ∶ ((𝜑 → 𝜓) → 𝜑) → ((𝜑 → 𝜓) → 𝜓)
→-I
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6.7. Full simply typed lambda calculus
The types of the full simply typed 𝜆-calculus ST𝜆C are generated by the following gram-
mar.

Π ⩴ 𝒰 ∣ Π → Π ∣ Π × Π ∣ Π + Π ∣ 1 ∣ 0

where 𝒰 is a set of primitive types or type variables. The terms are of the form

ΛΠ ⩴𝑉 ∣ (𝜆𝑥 ∶ Π.ΛΠ) ∣ ΛΠΛΠ ∣
⟨ΛΠ, ΛΠ⟩ ∣ 𝜋1(ΛΠ) ∣ 𝜋2(ΛΠ) ∣
𝜄1(ΛΠ) ∣ 𝜄2(ΛΠ) ∣ case(ΛΠ; 𝑉.ΛΠ; 𝑉.ΛΠ) ∣
⋆ ∣ !ΠΛΠ

where 𝑉 is an infinite set of variables, and ⋆ is a constant. This expanded syntax comes with
new typing rules.

Γ ⊩ 𝑀 ∶ 𝜓 × 𝜑
Γ ⊩ 𝜋1(𝑀) ∶ 𝜓

Γ ⊩ 𝑀 ∶ 𝜓 × 𝜑
Γ ⊩ 𝜋2(𝑀) ∶ 𝜑

Γ ⊩ 𝑀 ∶ 𝜓 Γ ⊩ 𝑁 ∶ 𝜑
Γ ⊩ ⟨𝑀,𝑁⟩ ∶ 𝜓 × 𝜑

Γ ⊩ 𝑀 ∶ 𝜓
Γ ⊩ 𝜄1(𝑀) ∶ 𝜓 + 𝜑

Γ ⊩ 𝑀 ∶ 𝜑
Γ ⊩ 𝜄2(𝑀) ∶ 𝜓 + 𝜑

Γ ⊩ 𝐿 ∶ 𝜓 + 𝜑 Γ, 𝑥 ∶ 𝜓 ⊩ 𝑀 ∶ 𝜌 Γ, 𝑦 ∶ 𝜑 ⊩ 𝑁 ∶ 𝜌
Γ ⊩ case(𝐿; 𝑥𝜓.𝑀; 𝑦𝜑.𝑁) ∶ 𝜌

Γ ⊩ ⋆ ∶ 1
Γ ⊩ 𝑀 ∶ 0
Γ ⊩!𝜑𝑀 ∶ 𝜑

This typing relation captures the Brouwer–Heyting–Kolmogorov interpretationwhen paired
with new reduction rules.

𝜋1(⟨𝑀,𝑁⟩) →𝛽 𝑀 𝜋2(⟨𝑀,𝑁⟩) →𝛽 𝑁 ⟨𝜋1(𝑀), 𝜋2(𝑀)⟩ →𝜂 𝑀

case(𝜄1(𝑀); 𝑥𝜓.𝐾; 𝑦𝜑.𝐿) →𝛽 𝐾[𝑥 ≔ 𝑀] case(𝜄2(𝑀); 𝑥𝜓.𝐾; 𝑦𝜑.𝐿) →𝛽 𝐿[𝑦 ≔ 𝑀]

if Γ ⊩ 𝑀 ∶ 1 then𝑀 →𝜂 ⋆

We can expand propositions-as-types to our new types:

(i) 0 corresponds to ⊥;

(ii) 1 corresponds to ⊤;

(iii) product types correspond to conjunctions;

(iv) coproduct types correspond to disjunctions.

In this way, propositions correspond to types. Redexes are now those expressions consisting
of a constructor (pair formation, 𝜆-abstraction, and injections) followed by the correspond-
ing destructor (projections, applications, and case expressions).
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Example. Consider the following proof of (𝜑 ∧ 𝜒) → (𝜓 → 𝜑).

[𝜑 ∧ 𝜒]
𝜑

[𝜓]

𝜓 → 𝜑
(𝜑 ∧ 𝜒) → (𝜓 → 𝜑)

Annotating the corresponding 𝜆-terms, we obtain

𝑝 ∶ [𝜑 ∧ 𝜒]
𝜋1(𝑝) ∶ 𝜑

𝑏 ∶ [𝜓]

𝜆𝑏𝜓. 𝜋1(𝑝) ∶ 𝜓 → 𝜑
𝜆𝑝𝜑×𝜒. 𝜆𝑏𝜓. 𝜋1(𝑝) ∶ (𝜑 ∧ 𝜒) → (𝜓 → 𝜑)

Hence this proof tree corresponds to the 𝜆-term

𝜆𝑝𝜑×𝜒. 𝜆𝑏𝜓. 𝜋1(𝑝) ∶ (𝜑 × 𝜒) → (𝜓 → 𝜑)

In summary, theCurry–Howard correspondence for thewhole of IPC andST𝜆C states that

(i) (primitive) types correspond to (primitive) propositions;

(ii) variables correspond to hypotheses;

(iii) 𝜆-terms correspond to proofs;
(iv) inhabitation of a type corresponds to provability of a proposition;

(v) term reduction corresponds to proof normalisation.

6.8. Heyting semantics
Boolean algebras represent truth-values of classical propositions. We can generalise this
notion to intuitionistic logic.

Definition. A Heyting algebra 𝐻 is a bounded lattice equipped with a binary operation
⇒∶ 𝐻 ×𝐻 → 𝐻 such that

𝑎 ∧ 𝑏 ≤ 𝑐 ⟺ 𝑎 ≤ 𝑏 ⇒ 𝑐
A morphism of Heyting algebras is a function that preserves all finite meets and joins (in-
cluding true and false) and⇒.
In particular, if 𝑓 is a morphism of Heyting algebras and 𝑎 ≤ 𝑏, then 𝑓(𝑎) ≤ 𝑓(𝑏).
Example. (i) Every Boolean algebra is a Heyting algebra by defining 𝑎 ⇒ 𝑏 to be ¬𝑎∨𝑏.

Note that ¬𝑎 = 𝑎 ⇒ ⊥.
(ii) Every topology is a Heyting algebra, where 𝑈 ⇒ 𝑉 = ((𝑋 ∖ 𝑈) ∪ 𝑉)∘.
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(iii) Every finite distributive lattice is a Heyting algebra.

(iv) The Lindenbaum–Tarski algebra of a propositional theory 𝒯 with respect to IPC is a
Heyting algebra.

Definition. Let 𝐻 be a Heyting algebra and let ℒ be a propositional language with a set 𝑃
of primitive propositions. An 𝐻-valuation is a function 𝑣 ∶ 𝑃 → 𝐻, recursively expanded to
ℒ by the rules

(i) 𝑣(⊥) = ⊥;

(ii) 𝑣(𝐴 ∧ 𝐵) = 𝑣(𝐴) ∧ 𝑣(𝐵);

(iii) 𝑣(𝐴 ∨ 𝐵) = 𝑣(𝐴) ∨ 𝑣(𝐵);

(iv) 𝑣(𝐴 → 𝐵) = 𝑣(𝐴) ⇒ 𝑣(𝐵).

We say that a proposition𝐴 is𝐻-valid if 𝑣(𝐴) = ⊤ for all valuations 𝑣. 𝐴 is an𝐻-consequence
of a finite set of propositions Γ if 𝑣(⋀Γ) ≤ 𝑣(𝐴), and write Γ ⊨𝐻 𝐴.

Lemma (soundness). Let 𝐻 be a Heyting algebra and let 𝑣 ∶ ℒ → 𝐻 be an 𝐻-valuation. If
Γ ⊢IPC 𝐴, then Γ ⊨𝐻 𝐴.

Proof. We proceed by induction over the derivation of Γ ⊢IPC 𝐴.

(i) (Ax) 𝑣((⋀Γ) ∧ 𝐴) = 𝑣(⋀Γ) ∧ 𝑣(𝐴) ≤ 𝑣(𝐴).

(ii) (∧-I) In this case, 𝐴 = 𝐵 ∧ 𝐶 and we have derivations Γ1 ⊢ 𝐵, Γ2 ⊢ 𝐶 with Γ1, Γ2 ⊆ Γ.
By the inductive hypothesis, 𝑣(Γ1) ≤ 𝑣(𝐵) and 𝑣(Γ2) ≤ 𝑣(𝐶), hence

𝑣(⋀Γ) ≤ 𝑣(Γ1) ∧ 𝑣(Γ2) ≤ 𝑣(𝐵) ∧ 𝑣(𝐶) = 𝑣(𝐵 ∧ 𝐶) = 𝑣(𝐴)

(iii) (→-I) In this case, 𝐴 = 𝐵 → 𝐶 and we have Γ ∪ {𝐵} ⊢ 𝐶. By the inductive hypothesis,
𝑣(⋀Γ) ∧ 𝑣(𝐵) ≤ 𝑣(𝐶). But then 𝑣(⋀Γ) ≤ 𝑣(𝐵) ⇒ 𝑣(𝐶) by definition, so 𝑣(⋀Γ) ≤
𝑣(𝐵 → 𝐶) as required.

(iv) (∨-I) In this case, 𝐴 = 𝐵 ∨ 𝐶, and without loss of generality, we have Γ ⊢ 𝐵. By the
inductive hypothesis, 𝑣(⋀Γ) ≤ 𝑣(𝐵), but 𝑣(𝐵) ≤ 𝑣(𝐵) ∨ 𝑣(𝐶) = 𝑣(𝐵 ∨ 𝐶) as required.

(v) (∧-E) By the inductive hypothesis, we have 𝑣(⋀Γ) ≤ 𝑣(𝐴 ∧ 𝐵) = 𝑣(𝐴) ∧ 𝑣(𝐵) ≤
𝑣(𝐴), 𝑣(𝐵) as required.

(vi) (→-E) We know that 𝑣(𝐴 → 𝐵) = (𝑣(𝐴) ⇒ 𝑣(𝐵)). From the inequality 𝑣(𝐴 → 𝐵) ≤
(𝑣(𝐴) ⇒ 𝑣(𝐵)), we deduce 𝑣(𝐴 → 𝐵) ∧ 𝑣(𝐴) ≤ 𝑣(𝐵). Thus, if 𝑣(⋀Γ) ≤ 𝑣(𝐴 → 𝐵) and
𝑣(⋀Γ) ≤ 𝑣(𝐴), we have 𝑣(⋀Γ) ≤ 𝑣(𝐵) as required.

(vii) (∨-E) By the inductive hypothesis,

𝑣(𝐴 ∧⋀Γ) ≤ 𝑣(𝐶); 𝑣(𝐵 ∧⋀Γ) ≤ 𝑣(𝐶); 𝑣(⋀Γ) ≤ 𝑣(𝐴 ∨ 𝐵) = 𝑣(𝐴) ∨ 𝑣(𝐵)
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Hence,

𝑣(⋀Γ) = 𝑣(⋀Γ)∧(𝑣(𝐴)∨𝑣(𝐵)) = (𝑣(⋀Γ) ∧ 𝑣(𝐴))∨(𝑣(⋀Γ) ∧ 𝑣(𝐵)) ≤ 𝑣(𝐶)∨𝑣(𝐶) = 𝑣(𝐶)

as every Heyting algebra is a distributive lattice.

(viii) (⊥-E) If 𝑣(⋀Γ) ≤ 𝑣(⊥) = ⊥, then 𝑣(⋀Γ) = ⊥. Hence, 𝑣(⋀Γ) ≤ 𝑣(𝐴) for any 𝐴.

Example. The law of the excluded middle LEM is not provable in IPC. Let 𝑝 be a primitive
proposition, and consider the Heyting algebra given by the Sierpiński topology {∅, {1}, {1, 2}}
on 𝑋 = {1, 2}. We define the valuation given by 𝑣(𝑝) = {1}. Then

𝑣(¬𝑝) = {1} ⇒ ∅ = ({1, 2} ∖ {1})∘ = {2}∘ = ∅

Hence,
𝑣(𝑝 ∨ ¬𝑝) = {1} ∪ ∅ = {1} ≠ {1, 2} = ⊤

Thus, by soundness, 𝑝 ∨ ¬𝑝 is not provable (from the empty context, which has valuation
⊤ = {1, 2}) in IPC.

Example. Peirce’s law ((𝑝 → 𝑞) → 𝑝) → 𝑝 is not intuitionistically valid. Let 𝐻 be the
Heyting algebra given by the usual topology on the plane ℝ2, and let

𝑣(𝑝) = ℝ2 ∖ {(0, 0)}; 𝑣(𝑞) = ∅

Classical completeness can be phrased as

Γ ⊢CPC 𝐴 ⟺ Γ ⊨2 𝐴

where 2 is the Boolean algebra {0, 1}. For intuitionistic logic, we cannot replace 2 with a
single finite Heyting algebra, so we will instead quantify over all Heyting algebras.

Theorem (completeness). A proposition is provable in IPC if and only if it is 𝐻-valid for
every Heyting algebra 𝐻.

Proof. For the forward direction, if ⊢IPC 𝐴, then ⊤ ≤ 𝑣(𝐴) for every Heyting algebra 𝐻 and
valuation 𝑣, by soundness. Then ⊤ = 𝑣(𝐴), so 𝐴 is 𝐻-valid.

For the backward direction, suppose 𝐴 is 𝐻-valid for every Heyting algebra 𝐻. Note that
the Lindenbaum–Tarski algebra ℒ⟋∼ for the empty theory, with respect to IPC, is a Heyting
algebra. Consider the valuation given by mapping each primitive proposition to its equival-
ence class inℒ⟋∼. Then, one can easily show by induction that 𝑣 ∶ ℒ → ℒ⟋∼ is the quotient
map by considering the construction of the Lindenbaum–Tarski algebra. Now, 𝐴 is valid in
every Heyting algebra and with respect to every valuation, so in particular, 𝑣(𝐴) = ⊤ inℒ⟋∼.
But then 𝑣(𝐴) ∈ [⊤], so ⊢IPC 𝐴 ↔ ⊤, so ⊢IPC 𝐴 as required.
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6.9. Kripke semantics
Definition. Let 𝑆 be a poset. For each 𝑎 ∈ 𝑆, we define its principal up-set to be

𝑎↑ = {𝑠 ∈ 𝑆 ∣ 𝑎 ≤ 𝑠}

Note that 𝑈 ⊆ 𝑆 is a terminal segment if and only if it contains 𝑎↑ for each 𝑎 ∈ 𝑈 .
Proposition. Let 𝑆 be a poset. Then the set 𝑇(𝑆) of terminal segments of 𝑆 has the structure
of a Heyting algebra.

Proof. The order is given by inclusion: 𝑈 ≤ 𝑉 if and only if 𝑈 ⊆ 𝑉 . We define

𝑈 ∧ 𝑉 = 𝑈 ∩ 𝑉
𝑈 ∨ 𝑉 = 𝑈 ∪ 𝑉
𝑈 ⇒ 𝑉 = {𝑠 ∣ 𝑠↑ ∩ 𝑈 ⊆ 𝑉}

One can check that this forms a Heyting algebra as required.

Definition. Let 𝑃 be a set of primitive propositions. A Kripke model is a triple (𝑆, ≤,⊩)
where 𝑆 is a poset and (⊩) ⊆ 𝑆 × 𝑃 is a relation satisfying the persistence property: if 𝑝 ∈ 𝑃
is such that 𝑠 ⊩ 𝑝 and 𝑠 ≤ 𝑠′, then 𝑠′ ⊩ 𝑝.
𝑆 is a set of possible worlds, or states of knowledge, ordered by how knowledgeable they are.
The relation ⊩ is called the forcing relation; we say that a world forces a proposition to be
true.

Every valuation 𝑣 on 𝑇(𝑆) induces a Kripke model by setting 𝑠 ⊩ 𝑝 ⟺ 𝑠 ∈ 𝑣(𝑝). The per-
sistence property corresponds to the fact that 𝑇(𝑆) contains only terminal segments.
Definition. Let (𝑆, ≤,⊩) be aKripkemodel. We can extend the forcing relation to a relation
(⊩) ⊆ 𝑆 × ℒ recursively as follows.

(i) 𝑠 ⊮ ⊥;
(ii) 𝑠 ⊩ 𝜑 ∧ 𝜓 if and only if 𝑠 ⊩ 𝜑 and 𝑠 ⊩ 𝜓;
(iii) 𝑠 ⊩ 𝜑 ∨ 𝜓 if and only if 𝑠 ⊩ 𝜑 or 𝑠 ⊩ 𝜓;
(iv) 𝑠 ⊩ 𝜑 → 𝜓 if and only if for all 𝑠′ ≥ 𝑠, 𝑠′ ⊩ 𝜑 implies 𝑠′ ⊩ 𝜓.
One can check by induction that persistence holds for arbitrary propositions.

Remark. 𝑠 ⊩ ¬𝜑 if and only if no more knowledgeable world than 𝑠 forces 𝜑. 𝑠 ⊩ ¬¬𝜑 is
the statement that 𝜑 is consistent with every extension of 𝑠 but need not hold in 𝑠 itself; that
is, for each 𝑠′ ≥ 𝑠, there exists 𝑠″ ≥ 𝑠′ with 𝑠 ⊩ 𝜑.
We say that 𝑆 ⊩ 𝜑 if every world 𝑠 forces 𝜑. If 𝑆 has a bottom element 𝑠, then 𝑆 ⊩ 𝜑 if and
only if 𝑠 ⊩ 𝜑 by persistence.
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Example. Consider the Kripke models

(i)
𝑠′

𝑠

where 𝑠′ ⊩ 𝑝;

(ii)
𝑠′ 𝑠″

𝑠

where 𝑠″ ⊩ 𝑝;

(iii)
𝑠′

𝑠

where 𝑠′ ⊩ 𝑝 and 𝑠′ ⊩ 𝑞.

Note that in (i), we have 𝑠 ⊮ ¬𝑝, since 𝑠′ ≥ 𝑠 and 𝑠′ ⊩ 𝑝. But also 𝑠 ⊮ 𝑝 by assumption,
thus 𝑠 ⊮ 𝑝 ∨ ¬𝑝. Note that 𝑠 ⊩ ¬¬𝑝, but 𝑠 ⊮ 𝑝, so we also have 𝑠 ⊮ ¬¬𝑝 → 𝑝.

In (ii), 𝑠 ⊮ ¬¬𝑝, since 𝑠′ ≥ 𝑠 cannot access a world that forces 𝑝. We also have 𝑠 ⊮ ¬𝑝,
since 𝑠″ ≥ 𝑠′ and 𝑠″ ⊨ 𝑝. Thus 𝑠 ⊮ ¬¬𝑝 ∨ ¬𝑝.

In (iii), 𝑠 ⊮ (𝑝 → 𝑞) → (¬𝑝 ∨ 𝑞). Indeed, all worlds force 𝑝 → 𝑞, and we have 𝑠 ⊮ 𝑞, so it
suffices to check that 𝑠 ⊮ ¬𝑝, but this holds as 𝑠′ ≥ 𝑠 and 𝑠′ ⊨ 𝑝.

A filter ℱ is called prime if whenever 𝑥 ∨ 𝑦 ∈ ℱ, either 𝑥 ∈ ℱ or 𝑦 ∈ ℱ.

Lemma. Let 𝐻 be a Heyting algebra and let 𝑣 be an 𝐻-valuation. Then there is a Kripke
model (𝑆, ≤,⊩) such that for each proposition 𝜑, we have 𝑣 ⊨𝐻 𝜑 if and only if 𝑆 ⊩ 𝜑.

Thus we can convert between Kripke models and valuations on Heyting algebras. This will
allow us to prove the completeness theorem for Kripke semantics.

Proof. Let 𝑆 be the set of prime filters on 𝐻 ordered by inclusion. We say that ℱ ⊩ 𝑝 if and
only if 𝑣(𝑝) ∈ ℱ, and prove by induction that this extends to arbitrary propositions. Here,
we will prove the case of implications; the other connectives are easy, and primality of the
filter is required for the case of disjunction. Let ℱ ⊩ (𝜓 → 𝜓′) and suppose 𝑣(𝜓 → 𝜓′) =
𝑣(𝜓) ⇒ 𝑣(𝜓′) ∉ ℱ. Let 𝒢′ be the smallest filter containing ℱ and 𝑣(𝜓). Then

𝒢′ = {𝑏 ∣ ∃𝑓 ∈ ℱ. 𝑓 ∧ 𝑣(𝜓) ≤ 𝑏}
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Note that 𝑣(𝜓′) ∉ 𝒢′, otherwise 𝑓 ∧ 𝑣(𝜓) ≤ 𝑣(𝜓′) for some 𝑓 ∈ ℱ, and then 𝑓 ≤ 𝑣(𝜓) ⇒
𝑣(𝜓′) ∈ ℱ, giving a contradiction. In particular, 𝒢′ is a proper filter, so by Zorn’s lemma
there is a prime filter 𝒢 containing 𝒢′ that does not contain 𝑣(𝜓′).
By the inductive hypothesis, 𝒢 ⊩ 𝜓, and since ℱ ⊩ (𝜓 → 𝜓′) and 𝒢′ contains 𝒢 which
contains ℱ, we must have 𝒢 ⊩ 𝜓′. Then 𝑣(𝜓′) ∈ 𝒢, which is a contradiction. Thus ℱ ⊩
𝜓 → 𝜓′ implies that 𝑣(𝜓 → 𝜓′) ∈ ℱ.
Conversely, suppose

𝑣(𝜓 → 𝜓′) ∈ ℱ ⊆ 𝒢 ⊩ 𝜓
By the inductive hypothesis, 𝑣(𝜓) ∈ 𝒢, and so 𝑣(𝜓) ⇒ 𝑣(𝜓′) ∈ 𝒢 as ℱ ⊆ 𝒢. Then 𝑣(𝜓′) ≥
𝑣(𝜓) ∧ (𝑣(𝜓) ⇒ 𝑣(𝜓′)) ∈ 𝒢, so again by the inductive hypothesis, 𝐺 ⊩ 𝜓′ as required.
It thus suffices to show that 𝑣 ⊨𝐻 𝜑 if and only if 𝑆 ⊩ 𝜑. If 𝑣 ⊨𝐻 𝜑, then 𝑣(𝜑) = ⊤, so 𝑣(𝜑) is
contained in every filter of𝐻. Soℱ ⊩ 𝜑 for every prime filterℱ. Conversely, suppose 𝑆 ⊩ 𝜑
but 𝑣 ⊭𝐻 𝜑. Then since 𝑣(𝜑) ≠ ⊤, there must be a proper filter ℱ that does not contain
𝑣(𝜑). We extend this as above to a prime filter 𝒢 that does not contain 𝑣(𝜑). Then 𝒢 ⊮ 𝜑,
contradicting the assumption that 𝑆 ⊩ 𝜑.

Theorem (completeness). For every proposition 𝜑, we have Γ ⊢IPC 𝜑 if and only if for all
Kripke models (𝑆, ≤,⊩), if 𝑆 ⊩ Γ then 𝑆 ⊩ 𝜑.

Proof. Soundness holds by induction. For adequacy, suppose Γ ⊬IPC 𝜑. Then by complete-
ness of Heyting semantics, there is a Heyting algebra𝐻 and𝐻-valuation 𝑣 such that 𝑣 ⊨𝐻 Γ
but 𝑣 ⊭𝐻 𝜑. By the previous lemma, there is a Kripke model (𝑆, ≤,⊩) such that 𝑆 ⊩ Γ but
𝑆 ⊮ 𝜑, contradicting the hypothesis.
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1. Definitions and resolutions

1. Definitions and resolutions
1.1. ???
Let 𝐺 be a group.

Definition. The integral group ring ℤ𝐺 is the set of formal sums ∑𝑛𝑔𝑔, where 𝑛𝑔 ∈ ℤ,
𝑔 ∈ 𝐺, and only finitely many of the 𝑛𝑔 are nonzero. An addition operation makes this set a
free abelian group:

(∑𝑚𝑔𝑔) + (∑𝑛𝑔𝑔) = ∑(𝑚𝑔 + 𝑛𝑔)𝑔

Multiplication is defined by

(∑
ℎ∈𝐺

𝑚ℎℎ)(∑
𝑘∈𝐺

𝑛𝑘𝑘) = ∑( ∑
ℎ𝑘=𝑔

𝑚ℎ𝑛𝑘)𝑔

The multiplicative identity is 1𝑒 where 𝑒 is the identity of 𝐺. This produces an associative
ring, which underlies the integral representation theory of 𝐺.

Definition. A (left) ℤ𝐺-module𝑀 is an abelian group under addition together with a map
ℤ𝐺 ×𝑀 → 𝑀 denoted (𝑟,𝑚) ↦ 𝑟𝑚, satisfying

(i) 𝑟(𝑚1 +𝑚2) = 𝑟𝑚1 + 𝑟𝑚2;

(ii) (𝑟1 + 𝑟2)𝑚 = 𝑟1𝑚+ 𝑟2𝑚;

(iii) 𝑟1(𝑟2𝑚) = (𝑟1𝑟2)𝑚;

(iv) 1𝑚 = 𝑚.

A module is trivial if 𝑔𝑚 = 𝑚 for all 𝑔 ∈ 𝐺 and𝑚 ∈ 𝑀. We call ℤ the trivial module, given
by the trivial action 𝑔𝑛 = 𝑛 for all 𝑛 ∈ ℤ and 𝑔 ∈ 𝐺.

The freeℤ𝐺-module on a set𝑋 is themodule of formal sums∑𝑟𝑥𝑥where 𝑟𝑥 ∈ ℤ𝐺 and 𝑥 ∈ 𝑋 ,
and only finitely many of the 𝑟𝑥 are nonzero. This has the obvious 𝐺-action. This module
will be denoted ℤ𝐺{𝑋}.

We can define submodules, quotient modules, and so on as one would expect.

Definition. A (left) ℤ𝐺-map or morphism 𝛼 ∶ 𝑀1 → 𝑀2 is a map of abelian groups with
𝛼(𝑟𝑚) = 𝑟𝛼(𝑚) for all 𝑟 ∈ ℤ𝐺 and𝑚 ∈ 𝑀1.

Example. The augmentation map 𝜀 ∶ ℤ𝐺 → ℤ is the ℤ𝐺-map between left ℤ𝐺-modules
given by

∑𝑛𝑔𝑔 ↦ ∑𝑛𝑔
This is also a right ℤ𝐺-map, and also a map of rings.

We will write Hom𝐺(𝑀,𝑁) to be the set of ℤ𝐺-maps𝑀 → 𝑁, which is made into an abelian
group under pointwise addition.
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Example. Regarding ℤ𝐺 as a left ℤ𝐺-module, then
Hom𝐺(ℤ𝐺,𝑀) ≅ 𝑀

for any left ℤ𝐺-module𝑀. This isomorphism is given by 𝜑 ↦ 𝜑(1); the ℤ𝐺-map is determ-
ined by the image of 1.

𝜑(𝑟) = 𝜑(𝑟 ⋅ 1) = 𝑟𝜑(1)

Note that Hom𝐺(ℤ𝐺,𝑀) can be viewed as a left ℤ𝐺-module, given by
(𝑠𝜑)(𝑟) = 𝜑(𝑟𝑠); 𝑠 ∈ ℤ𝐺

Note that the isomorphism

Hom𝐺(ℤ𝐺, ℤ𝐺) ≅ ℤ𝐺; 𝜑 ↦ 𝜑(1)
satisfies 𝜑(𝑟) = 𝑟𝜑(1) and so 𝜑 corresponds to multiplication on the right by 𝜑(1).
Remark. 𝐺 may not be abelian, and so we must carefully distinguish left and right actions.

Definition. If 𝑓 ∶ 𝑀1 → 𝑀2 is a ℤ𝐺-map, its dual maps 𝑓⋆ are ℤ𝐺-maps Hom𝐺(𝑀2, 𝑁) →
Hom𝐺(𝑀1, 𝑁) for eachℤ𝐺-module𝑁, given by composition on the right with 𝑓. If 𝑓 ∶ 𝑁1 →
𝑁2, its induced maps 𝑓⋆ are Hom𝐺(𝑀,𝑁1) → Hom𝐺(𝑀,𝑁2) given by composition on the left
with 𝑓. These are maps of abelian groups.
We will now present a prototypical example.

Example. Let 𝐺 = ⟨𝑡⟩ be an infinite cyclic group. Consider the graph whose vertices are
𝑣𝑖 for 𝑖 ∈ ℤ, where 𝑣𝑖 is joined to 𝑣𝑖+1 and 𝑣𝑖−1. Let 𝑉 be its set of vertices, and 𝐸 be its set
of edges. 𝐺 acts by translations on this graph, where 𝑡 maps 𝑣𝑖 to 𝑣𝑖+1. The formal sums
ℤ𝑉 and ℤ𝐸 can be regarded as ℤ𝐺-modules. They are free: ℤ𝑉 = ℤ𝐺{𝑣0}, and ℤ𝐸 = ℤ𝐺{𝑒}
where 𝑒 is the edge connecting 𝑣0 and 𝑣1. The boundary map is a ℤ𝐺-map 𝑑 ∶ ℤ𝐸 → ℤ𝑉
given by 𝑒 ↦ 𝑣1 − 𝑣0. There is also a ℤ𝐺-map ℤ𝑉 → ℤ given by 𝑣0 ↦ 1; this corresponds to
the augmentation map.

Definition. A chain complex of ℤ𝐺-modules is a sequence

𝑀𝑠 𝑀𝑠−1 𝑀𝑠−2 ⋯ 𝑀𝑡
𝑑𝑠 𝑑𝑠−1 𝑑𝑡+1

such that for every 𝑡 < 𝑛 < 𝑠, we have 𝑑𝑛𝑑𝑛+1 = 0, and so im 𝑑𝑛+1 ⊆ ker𝑑𝑛. We will refer
to the entire sequence as𝑀• = (𝑀𝑛, 𝑑𝑛)𝑡≤𝑛≤𝑠.
We say that𝑀• is exact at𝑀𝑛 if im 𝑑𝑛+1 = ker𝑑𝑛, and we say it is exact if it is exact at all𝑀𝑛
for 𝑡 < 𝑛 < 𝑠. The homology of this chain complex is

𝐻𝑠(𝑀•) = ker𝑑𝑠; 𝐻𝑛(𝑀•) = ker𝑑𝑛⟋im𝑑𝑛+1; 𝐻𝑡(𝑀•) = coker𝑑𝑡−1 = 𝑀𝑡⟋im𝑑𝑡+1
A short exact sequence is an exact chain complex of the form

0 𝑀1 𝑀2 𝑀3 0𝛼 𝛽

That is, 𝛼 is injective, 𝛽 is surjective, and im𝛼 = ker 𝛽.
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Example. In our example above, we have the short exact sequence

0 ℤ𝐸 ℤ𝑉 ℤ 0

This corresponds to a short exact sequence

0 ℤ𝐺 ℤ𝐺 ℤ 0

where 𝐺 = ⟨𝑡⟩ is an infinite cyclic group, and the map ℤ𝐺 → ℤ𝐺 is given by multiplication
on the right by 𝑡 − 1.
Definition. A ℤ𝐺-module 𝑃 is projective if, for every surjective ℤ𝐺-map 𝛼 ∶ 𝑀1 → 𝑀2 and
every ℤ𝐺-map 𝛽 ∶ 𝑃 → 𝑀2, there is a map 𝛽 ∶ 𝑃 → 𝑀1 such that 𝛼 ∘ 𝛽 = 𝛽.

𝑃

𝑀1 𝑀2 0
𝛽

𝛽

𝛼

Given any short exact sequence

0 𝑁 𝑀1 𝑀2 0𝑓 𝛼

we can consider

0 Hom𝐺(𝑃, 𝑁) Hom𝐺(𝑃,𝑀1) Hom𝐺(𝑃,𝑀2) 0𝑓⋆ 𝛼⋆

We could have defined projectivity by saying that this new sequence is exact. Note that
this sequence is always a chain complex regardless if 𝑃 is projective, and we always have
exactness except possibly at Hom𝐺(𝑃,𝑀2).
Lemma. Free modules are projective.

Proof. Let 𝛼 ∶ 𝑀1 → 𝑀2 be a surjective ℤ𝐺-map, and let 𝛽 ∶ ℤ𝐺{𝑋} → 𝑀2. Then for each
generator 𝑥 ∈ 𝑋 , there exists some 𝑚𝑥 ∈ 𝑀1 such that 𝛼(𝑚𝑥) = 𝛽(𝑥). We then define
𝛽 ∶ ℤ𝐺{𝑋} → 𝑀1 by mapping

∑𝑟𝑥𝑥 ↦∑𝑟𝑥𝑚𝑥

which satisfies the required equation 𝛼𝛽 = 𝛽.

Definition. A projective (free) resolution of the trivial module ℤ is an exact sequence

⋯ 𝑃1 𝑃0 ℤ 0𝑑2 𝑑1 𝑑0

where the 𝑃𝑖 are projective (respectively free). This is a chain complex.

273



V. Group Cohomology

Example. Let 𝐺 = ⟨𝑡⟩ be an infinite cyclic group. Then we have a finite free resolution of
ℤ given by the exact sequence

0 ℤ𝐺 ℤ𝐺 ℤ 0⋅ (𝑡−1) 𝜀

where 𝜀 is the augmentation map.
Example. Let 𝐺 = ⟨𝑡⟩ be a cyclic group of order 𝑛. Then we have a resolution

⋯ ℤ𝐺 ℤ𝐺 ℤ𝐺 ℤ𝐺 ℤ𝐺 ℤ 0𝛽 𝛼 𝜀𝛼𝛽

where
𝛼(𝑥) = 𝑥(𝑡 − 1); 𝛽(𝑥) = 𝑥(1 + 𝑡 +⋯+ 𝑡𝑛−1)

From algebraic topology, if we have a connected simplicial complex 𝑋 with fundamental
group 𝜋1(𝑋) = 𝐺, such that the universal cover 𝑋 is contractible, we obtain a free resolution
of ℤ given by the universal cover. In this way, the simplicial complex 𝑋 contains a lot of in-
formation about its fundamental group; this is what we aim to replicate algebraically.

For calculation purposes, we are interested in ‘small’ resolutions, for instance where the
free modules have small rank. However, for theory development, we often want general
constructions, and resolutions given by generic theory tend to be large.

Definition. 𝐺 is of type 𝐹𝑃𝑛 if ℤ has a projective resolution

⋯ 𝑃1 𝑃0 ℤ 0𝑑2 𝑑1 𝑑0

which may be infinite, but where 𝑃𝑛, 𝑃𝑛−1,… , 𝑃0 are finitely generated as ℤ𝐺-modules.
We say𝐺 is of type𝐹𝑃∞ ifℤhas a projective resolutionwhere all of the𝑃𝑖 are finitely generated
as ℤ𝐺-modules. Finally, 𝐺 is of type 𝐹𝑃 if ℤ has a projective resolution where all of the 𝑃𝑖
are finitely generated as ℤ𝐺-modules, and the resolution is of finite length, so 𝑃𝑠 = 0 for
sufficiently large 𝑠.
Example. (i) Let 𝐺 = ⟨𝑡⟩ be the infinite cyclic group. Then 𝐺 is of type 𝐹𝑃.
(ii) Let 𝐺 = ⟨𝑡⟩ be a finite cyclic group. Then 𝐺 is of type 𝐹𝑃∞; we will show later that it is

not of type 𝐹𝑃.
These can be regarded as finiteness conditions on the group𝐺. The topological version of𝐹𝑃𝑛
would be that a simplicial complex𝑋 with fundamental group𝐺 has a finite𝑛-skeleton.

1.2. ???
Consider a partial projective resolution

𝑃𝑠 𝑃𝑠−1 ⋯ 𝑃1 𝑃0 ℤ 0
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Then we can set 𝑃𝑠+1 to be the free module ℤ𝐺{𝑋𝑠+1} where 𝑋𝑠+1 is the kernel of 𝑑𝑠. We can
then set 𝑑𝑠+1 to be

∑𝑟𝑥𝑥⏟⎵⏟⎵⏟
∈𝑃𝑠+1

↦ ∑𝑟𝑥𝑥⏟⎵⏟⎵⏟
∈𝑃𝑠

where the left-hand side is a formal sum, and the right-hand sum takes place in 𝑃𝑠. We thus
obtain a longer partial projective resolution

𝑃𝑠+1 𝑃𝑠 𝑃𝑠−1 ⋯ 𝑃1 𝑃0 ℤ 0𝑑𝑠+1

since exactness holds at 𝑃𝑠 by construction. We could alternatively take 𝑋𝑠+1 to be a ℤ𝐺-
generating set of ker 𝑑𝑠; this would have the effect of reducing the size of 𝑃𝑠+1, which is most
useful in direct calculation if ker 𝑑𝑠 is finitely generated. Continuing in this way, we obtain
a resolution of ℤ.
Definition. The standard or bar resolution of ℤ is constructed as follows. Let 𝐺(𝑛) be the
set of formal symbols

𝐺(𝑛) = {[𝑔1|… |𝑔𝑛] ∣ 𝑔1,… , 𝑔𝑛 ∈ 𝐺}
where 𝐺(0) is the set containing only the empty symbol []. Let 𝐹𝑛 = ℤ𝐺{𝐺(𝑛)} be the corres-
ponding free modules. We define the boundary maps 𝑑𝑛 ∶ 𝐹𝑛 → 𝐹𝑛−1 by

𝑑𝑛([𝑔1|… |𝑔𝑛]) = 𝑔1[𝑔2|… |𝑔𝑛]
− [𝑔1𝑔2|𝑔3|… |𝑔𝑛]
+ [𝑔1|𝑔2𝑔3|… |𝑔𝑛] − …
+ (−1)𝑛−1[𝑔1|… |𝑔𝑛−1𝑔𝑛]
+ (−1)𝑛[𝑔1|… |𝑔𝑛−1]

One can verify explicitly that these are chain maps as required, giving a free resolution

⋯ 𝐹1 𝐹0 ℤ

Remark. The bar resolution corresponds to the standard resolution in algebraic topology.
Consider the free abelian group ℤ𝐺𝑛+1 generated by the (𝑛 + 1)-tuples with elements in 𝐺.
Then 𝐺 acts on 𝐺𝑛+1 diagonally:

𝑔(𝑔0,… , 𝑔𝑛) = (𝑔𝑔0,… , 𝑔𝑔𝑛)
Thus ℤ𝐺𝑛+1 is a free ℤ𝐺-module on the basis of (𝑛 + 1)-tuples with first element 1. The
symbol [𝑔1|… |𝑔𝑛] corresponds to the (𝑛 + 1)-tuple

(1, 𝑔1, 𝑔1𝑔2,… , 𝑔1…𝑔𝑛)
Removing the first entry gives

𝑔1(1, 𝑔2, 𝑔2𝑔3,… , 𝑔2…𝑔𝑛)
and removing the second entry gives

(1, 𝑔1𝑔2,… , 𝑔1…𝑔𝑛)
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Lemma. The bar resolution is exact.

Proof. Wewill just consider the 𝑑𝑛 as maps of abelian groups. 𝐹𝑛 has basis 𝐺×𝐺(𝑛) as a free
abelian group.

𝐺 × 𝐺(𝑛) = {𝑔0[𝑔1|… |𝑔𝑛] ∣ 𝑔0,… , 𝑔𝑛 ∈ 𝐺}

We define ℤ-maps 𝑠𝑛 ∶ 𝐹𝑛 → 𝐹𝑛+1 such that

id𝐹𝑛 = 𝑑𝑛+1𝑠𝑛 + 𝑠𝑛−1𝑑𝑛

by
𝑠𝑛(𝑔0[𝑔1|… |𝑔𝑛]) = [𝑔0|𝑔1|… |𝑔𝑛]

This is not a ℤ𝐺-map. One can check that the required equation holds. If 𝑥 ∈ ker𝑑𝑛, then

𝑥 = id𝑥 = 𝑑𝑛+1𝑠𝑛(𝑥) + 𝑠𝑛−1𝑑𝑛(𝑥) = 𝑑𝑛+1𝑠𝑛(𝑥) ∈ im𝑑𝑛+1

Corollary. Any finite group is of type 𝐹𝑃∞.

Proof. The bar resolution gives a suitable resolution.

1.3. Cohomology
Definition. Consider a projective resolution

⋯ 𝑃𝑛+1 𝑃𝑛 ⋯ 𝑃1 𝑃0 ℤ 0

of ℤ by ℤ𝐺-modules. Let 𝑀 be a (left) ℤ𝐺-module. Applying Hom𝐺(−,𝑀), we obtain a
sequence

⋯ Hom𝐺(𝑃𝑛+1,𝑀) Hom𝐺(𝑃𝑛,𝑀) ⋯ Hom𝐺(𝑃1,𝑀) Hom𝐺(𝑃0,𝑀)𝑑1

where 𝑑𝑛 = 𝑑⋆
𝑛. Then the 𝑛th cohomology group 𝐻𝑛(𝐺,𝑀) with coefficients in𝑀 is

𝐻𝑛(𝐺,𝑀) = ker𝑑𝑛+1im𝑑𝑛; 𝐻0(𝐺,𝑀) = ker𝑑1

Remark. We have removed the ℤ term in the Hom𝐺(−,𝑀) sequence. These cohomology
groups are the homology groups of a chain complex 𝐶𝑛 = Hom𝐺(𝑃−𝑛,𝑀) for 𝑛 ≤ 0. We will
show that these cohomology groups are independent of the choice of projective resolution.
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Example. Let 𝐺 = ⟨𝑡⟩ be an infinite cyclic group. We have a projective resolution

0 ℤ𝐺 ℤ𝐺 ℤ 0⋅ (𝑡−1)

For 𝜑 ∈ Hom𝐺(ℤ𝐺,𝑀) and 𝑥 ∈ ℤ𝐺,

𝑑1(𝜑)(𝑥) = 𝜑(𝑑1(𝑥)) = 𝜑(𝑥(𝑡 − 1))

Recall that we have an isomorphism 𝑖 ∶ Hom𝐺(ℤ𝐺,𝑀) ≅ 𝑀 by 𝜃 ↦ 𝜃(1). In particular,

𝑑1(𝜑) ↦ 𝑑1(𝜑)(1) = 𝜑(𝑡 − 1) = (𝑡 − 1)𝜑(1) = (𝑡 − 1)𝑖(𝜑)

We thus obtain
0 𝑀 𝑀𝛼

where 𝛼 is multiplication on the left by 𝑡 − 1. Therefore, the cohomology groups are

𝐻0(𝐺,𝑀) = {𝑚 ∈ 𝑀 ∣ 𝑡𝑚 = 𝑚} = 𝑀𝐺; 𝐻1(𝐺,𝑀) = 𝑀⟋(𝑡 − 1)𝑀 = 𝑀𝐺; 𝐻𝑛(𝐺,𝑀) = 0 for 𝑛 ≠ 0, 1

Note that the group of invariants𝑀𝐺 is the largest submodule with trivial 𝐺-action, and the
group of coinvariants𝑀𝐺 is the largest quotient module with trivial 𝐺-action.

Remark. It is generally true that 𝐻0(𝐺,𝑀) = 𝑀𝐺, but in general 𝐻1(𝐺,𝑀) = 𝑀𝐺 does not
hold. In general,𝑀𝐺 is the 0th homology group, which will be discussed later. Note that for
any group of type 𝐹𝑃, the cohomology groups vanish for all but finitely many indices 𝑛.

Definition. 𝐺 is of cohomological dimension 𝑚 over ℤ if there exists some ℤ𝐺-module 𝑀
with 𝐻𝑚(𝐺,𝑀) ≠ 0 but 𝐻𝑛(𝐺,𝑀1) = 0 for all 𝑛 > 𝑚 and all ℤ𝐺-modules𝑀1.

Remark. For all 𝐺, we have 𝐻0(𝐺, ℤ) = ℤ ≠ 0 so all groups have dimension at least zero.

Example. Infinite cyclic groups have cohomological dimension 1 over ℤ. One can show
that if 𝐺 is a free group of finite rank, then it is also of cohomological dimension 1 over ℤ.
Stallings showed in 1968 that the converse is true: a finitely generated group of cohomolo-
gical dimension 1 is free. Swan strengthened this in 1969 by removing the assumption of
finite generation.

We now consider the bar resolution in our definition of cohomology. Note that

Hom𝐺(ℤ𝐺{𝐺(𝑛)},𝑀) ≅ 𝐶𝑛(𝐺,𝑀)

where𝐶𝑛(𝐺,𝑀) is the set of functions𝐺(𝑛) → 𝑀, since aℤ𝐺-map is determined by its action
on a basis. Moreover, 𝐶𝑛(𝐺,𝑀) corresponds to the set of functions𝐺𝑛 → 𝑀. For 𝑛 = 0, note
that 𝐶0(𝐺,𝑀) is the set of functions 𝐺0 → 𝑀 which bijects with𝑀.
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Definition. The abelian group of 𝑛-cochains of 𝐺 with coefficients in𝑀 is 𝐶𝑛(𝐺,𝑀). The
𝑛th coboundary map 𝑑𝑛 ∶ 𝐶𝑛−1(𝐺,𝑀) → 𝐶𝑛(𝐺,𝑀) is dual to the 𝑑𝑛 from the bar resolution:

𝑑𝑛(𝜑)(𝑔1,… , 𝑔𝑛) = 𝑔1𝜑(𝑔2,… , 𝑔𝑛)
− 𝜑(𝑔1𝑔2, 𝑔3,… , 𝑔𝑛)
+ 𝜑(𝑔1, 𝑔2𝑔3,… , 𝑔𝑛) −⋯
+ (−1)𝑛−1𝜑(𝑔1, 𝑔2,… , 𝑔𝑛−1𝑔𝑛)
+ (−1)𝑛𝜑(𝑔1, 𝑔2,… , 𝑔𝑛−1)

The group of 𝑛-cocycles is 𝑍𝑛(𝐺,𝑀) = ker𝑑𝑛+1 ≤ 𝐶𝑛(𝐺,𝑀). The group of 𝑛-coboundaries
is 𝐵𝑛(𝐺,𝑀) = im𝑑𝑛 ≤ 𝐶𝑛(𝐺,𝑀). Thus the 𝑛th cohomology group is

𝐻𝑛(𝐺,𝑀) = 𝑍𝑛(𝐺,𝑀)⟋𝐵𝑛(𝐺,𝑀)

Corollary. 𝐻0(𝐺,𝑀) = 𝑀𝐺 for all 𝐺.

Definition. A derivation of 𝐺 with coefficients in 𝑀 is a function 𝜑 ∶ 𝐺 → 𝑀 such that
𝜑(𝑔ℎ) = 𝑔𝜑(ℎ) + 𝜑(𝑔).

Note that𝑍1(𝐺,𝑀) is exactly the set of derivations of𝐺with coefficients in𝑀, so a derivation
is precisely a 1-cocycle.

Definition. An inner derivation of 𝐺 with coefficients in𝑀 is a function 𝜑 ∶ 𝐺 → 𝑀 of the
form 𝜑(𝑔) = 𝑔𝑚 −𝑚 for a fixed𝑚 ∈ 𝑀.

Such maps are derivations.

Corollary. 𝐻1(𝐺,𝑀) is the group of derivationsmodulo the inner derivations. In particular,
if𝑀 is a trivial ℤ𝐺-module, then

𝐻1(𝐺,𝑀) = {group homomorphisms 𝐺 → 𝑀}

treating𝑀 as an abelian group under addition.

1.4. Independence of cohomology groups
We now prove that cohomology groups are independent of the choice of resolution.

Definition. Let (𝐴𝑛, 𝛼𝑛), (𝐵𝑛, 𝛽𝑛) be chain complexes of ℤ𝐺-modules. A chain map (𝑓𝑛) is
a sequence of ℤ𝐺-maps 𝑓𝑛 ∶ 𝐴𝑛 → 𝐵𝑛 such that the following diagram commutes.

⋯ 𝐴𝑛 𝐴𝑛−1 𝐴𝑛−2 ⋯

⋯ 𝐵𝑛 𝐵𝑛−1 𝐵𝑛−2 ⋯

𝛼𝑛

𝛽𝑛

𝑓𝑛 𝑓𝑛−1

𝛽𝑛−1

𝛼𝑛−1

𝑓𝑛−2
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Lemma. A chain map (𝑓𝑛) as above induces a map on homology groups

𝑓⋆ ∶ 𝐻𝑛(𝐴•) → 𝐻𝑛(𝐵•)

Proof. Let 𝑥 ∈ ker𝛼𝑛, and define 𝑓⋆([𝑥]) = [𝑓𝑛(𝑥)], where square brackets denote the quo-
tient maps to the relevant homology classes. Observe that 𝑓𝑛(𝑥) ∈ ker 𝛽𝑛, since 𝛽𝑛𝑓𝑛(𝑥) =
𝑓𝑛−1𝛼𝑛(𝑥) = 0. Further, if 𝑥′ = 𝑥 + 𝛼𝑛+1(𝑦) for some 𝑦, we obtain

𝑓𝑛(𝑥′) = 𝑓𝑛(𝑥) + 𝑓𝑛𝛼𝑛+1(𝑦) = 𝑓𝑛(𝑥) + 𝛽𝑛+1𝑓𝑛+1(𝑦) ∈ 𝑓𝑛(𝑥) + im 𝑏𝑛+1

Therefore, this map is well-defined. One can check that this is a map of abelian groups, as
required.

Theorem. The definition of 𝐻𝑛(𝐺,𝑀) does not depend on the choice of resolution.

Proof. Take projective resolutions (𝑃𝑛, 𝑑𝑛) and (𝑃′𝑛 , 𝑑′𝑛) of ℤ by projective ℤ𝐺-modules. We
will produce ℤ𝐺-maps 𝑓𝑛 ∶ 𝑃𝑛 → 𝑃′𝑛 and 𝑔𝑛 ∶ 𝑃′𝑛 → 𝑃𝑛 satisfying

𝑓𝑛−1𝑑𝑛 = 𝑑′𝑛𝑓𝑛; 𝑔𝑛−1𝑑′𝑛 = 𝑑𝑛𝑔𝑛

as well as maps 𝑠𝑛 ∶ 𝑃𝑛 → 𝑃𝑛+1 and 𝑠′𝑛 ∶ 𝑃′𝑛 → 𝑃′𝑛+1 satisfying

𝑑𝑛+1𝑠𝑛 + 𝑠𝑛−1𝑑𝑛 = 𝑔𝑛𝑓𝑛 − id; 𝑑′𝑛+1𝑠′𝑛 + 𝑠′𝑛−1𝑑′𝑛 = 𝑓𝑛𝑔𝑛 − id

Thus, the 𝑓𝑛 and 𝑔𝑛 form chain maps, and the 𝑠𝑛 and 𝑠′𝑛 form chain homotopies. The chain
maps (𝑓𝑛), (𝑔𝑛) give rise to chain maps

Hom𝐺(𝑃′• ,𝑀) → Hom𝐺(𝑃•,𝑀); Hom𝐺(𝑃•,𝑀) → Hom𝐺(𝑃′• ,𝑀)

giving maps between the respective homology groups by the previous lemma. We now ob-
serve that if 𝜑 ∈ ker𝑑𝑛+1 ∈ Hom(𝑃,𝑀), we have

𝑓⋆
𝑛 𝑔⋆

𝑛(𝜑)(𝑥) = 𝜑(𝑔𝑛𝑓𝑛(𝑥))
= 𝜑(𝑥) + 𝜑(𝑑𝑛+1𝑠𝑛(𝑥)) + 𝜑(𝑠𝑛−1𝑑𝑛(𝑥))
= 𝜑(𝑥) + 𝑠⋆𝑛𝑑𝑛+1𝜑(𝑥) + 𝑑𝑛𝑠⋆𝑛−1(𝜑)(𝑥)
= 𝜑(𝑥) + 0 + 𝑑𝑛𝑠⋆𝑛−1(𝜑)(𝑥)

Thus 𝑓⋆
𝑛 𝑔⋆

𝑛(𝜑) = 𝜑 + 𝑑𝑛𝑠⋆𝑛−1(𝜑), and so 𝑓⋆
𝑛 𝑔⋆

𝑛 induces the identity map on ker𝑑
𝑛+1
⟋im𝑑𝑛.

The same holds for 𝑔⋆
𝑛𝑓⋆

𝑛 , and so 𝑓⋆
𝑛 , 𝑔⋆

𝑛 define isomorphisms of homology groups as desired.

It remains to construct themaps 𝑓𝑛, 𝑔𝑛, 𝑠𝑛, 𝑠′𝑛. At the end of the resolutions, we set 𝑓−1 ∶ ℤ →
ℤ and 𝑓−2 ∶ 0 → 0 to be the identitymaps. Suppose that we have already defined 𝑓𝑛−1 and 𝑓𝑛;
wewill define𝑓𝑛+1. We have𝑓𝑛𝑑𝑛+1 ∶ 𝑃𝑛+1 → 𝑃′𝑛 and 𝑑′𝑛∘(𝑓𝑛𝑑𝑛+1) = 𝑓𝑛−1𝑑𝑛𝑑𝑛+1 = 0. Hence,
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the map 𝑓𝑛𝑑𝑛+1 has image inside ker 𝑑′𝑛. We then define 𝑓𝑛+1 to complete the following
diagram, which exists by projectivity.

𝑃𝑛+1 𝑃𝑛 𝑃𝑛−1

𝑃′𝑛+1 ker𝑑′𝑛 𝑃′𝑛 𝑃′𝑛−1

𝑑𝑛+1 𝑑𝑛

𝑑′𝑛

𝑓𝑛 𝑓𝑛−1

𝑑′𝑛+1

𝑓𝑛𝑑𝑛+1
𝑓𝑛+1

We can define 𝑔𝑛+1 in the same way. Now set ℎ𝑛 = 𝑔𝑛𝑓𝑛 − id ∶ 𝑃𝑛 → 𝑃𝑛; this gives a chain
map 𝑃• → 𝑃•. Set 𝑠−1 ∶ ℤ → 𝑃0 to be the zero map. Note that 𝑑0ℎ0 = ℎ−1𝑑0 = 0, and so
imℎ0 ⊆ ker𝑑0. We now use projectivity to define

𝑃0 ℤ

𝑃1 ker𝑑0 𝑃0 ℤ

0ℎ0

𝑑0

ℎ0
𝑠0

𝑑1

Suppose that 𝑠𝑛−1 and 𝑠𝑛−2 are already defined. Consider 𝑡𝑛 = ℎ𝑛 − 𝑠𝑛−1𝑑𝑛 ∶ 𝑃𝑛 → 𝑃𝑛. We
have

𝑑𝑛𝑡𝑛 = 𝑑𝑛ℎ𝑛 − 𝑑𝑛𝑠𝑛−1𝑑𝑛 = ℎ𝑛−1𝑑𝑛 − (ℎ𝑛−1 − 𝑠𝑛−2𝑑𝑛−1)𝑑𝑛 = 𝑠𝑛−2𝑑𝑛−1𝑑𝑛 = 0

Thus im 𝑡𝑛 ⊆ ker𝑑𝑛.

𝑃𝑛 𝑃𝑛−1

𝑃𝑛+1 ker𝑑𝑛 𝑃𝑛 𝑃𝑛−1

𝑑𝑛

ℎ𝑛−1ℎ𝑛

𝑑𝑛

𝑠𝑛−1𝑡𝑛
𝑠𝑛

We define the 𝑠′𝑛 similarly.

Remark. For any left ℤ𝐺-module 𝑁, we can take a resolution of 𝑁 by projective or free ℤ𝐺-
modules.

⋯ 𝑃2 𝑃1 𝑃0 𝑁 0

Repeating the constructions outlined in this section, applying Hom𝐺(−,𝑀) gives homology
groups called Ext𝑛ℤ𝐺(𝑁,𝑀). Thus

𝐻𝑛(𝐺,𝑀) = Ext𝑛ℤ𝐺(ℤ,𝑀)
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2. Low degree cohomology and group extensions
2.1. Degree 1
Recall that 𝐻0(𝐺,𝑀), the group𝑀𝐺 of invariants of𝑀 under 𝐺. A derivation is a 1-cocycle,
or equivalently a map 𝜑 ∶ 𝐺 → 𝑀 such that 𝜑(𝑔1𝑔2) = 𝑔1𝜑(𝑔2) + 𝜑(𝑔1), and an inner
derivation is a map of the form 𝜑(𝑔) = 𝑔𝑚 − 𝑚. We present two interpretations of (inner)
derivations.

First interpretation. Consider possible ℤ𝐺-actions on the abelian group 𝑀 ⊕ ℤ of the form
𝑔(𝑚, 𝑛) = (𝑔𝑚 + 𝑛𝜑(𝑔), 𝑛). Then

𝑔1(𝑔2(𝑚, 𝑛)) = 𝑔1(𝑔2𝑚+ 𝑛𝜑(𝑔2), 𝑛) = (𝑔1𝑔2𝑚+ 𝑛𝑔1𝜑(𝑔2) + 𝑛𝜑(𝑔1), 𝑛)

and
(𝑔1𝑔2)(𝑚, 𝑛) = (𝑔1𝑔2𝑚+ 𝑛𝜑(𝑔1𝑔2), 𝑛)

For these to coincide, we must require 𝜑(𝑔1𝑔2) = 𝑔1𝜑(𝑔2) + 𝜑(𝑔1), which is to say that 𝜑 is a
derivation. In particular, if𝑀 is a free ℤ-module of finite rank, then we obtain a map

𝑔 ↦ (𝜃1(𝑔) 𝜑(𝑔)
0 1 )

where 𝜃1(𝑔) is a matrix corresponding to the action of 𝑔 on𝑀. This is a group homomorph-
ism only if 𝜑 is a derivation. One can check that 𝜑 is an inner derivation if (−𝑚, 1) generates
a ℤ𝐺-submodule of𝑀 which is the trivial module.

Second interpretation. We first make the following definition.

Definition. Let 𝐺 be a group and 𝑀 be a left ℤ𝐺-module. We construct the semidirect
product𝑀 ⋊𝐺 by defining a group operation on the set𝑀 ×𝐺 as follows.

(𝑚1, 𝑔1) ∗ (𝑚2, 𝑔2) = (𝑚1 + 𝑔1𝑚2, 𝑔1𝑔2)

Then𝑀 ≅ {(𝑚, 1) ∣ 𝑚 ∈ 𝑀} is a normal subgroup of𝑀 ⋊𝐺. Also, 𝐺 ≅ {(0, 𝑔) ∣ 𝑔 ∈ 𝐺}, and
conjugation by {(0, 𝑔) ∣ 𝑔 ∈ 𝐺} corresponds to the𝐺-action on themodule𝑀. Further,

𝑀 ⋊𝐺⟋{(𝑚, 1) ∣ 𝑚 ∈ 𝑀} ≅ 𝐺

There is a group homomorphism 𝑠 ∶ 𝐺 → 𝑀 ⋊ 𝐺 given by 𝑔 ↦ (0, 𝑔), such that 𝜋2 ∘ 𝑠 = id
where 𝜋2 is the second projection. Such a map 𝑠 is called a splitting. Given another splitting
𝑠1 ∶ 𝐺 → 𝑀 ⋊𝐺 such that 𝜋2 ∘ 𝑠1 = id, we define 𝜓𝑠1 ∶ 𝐺 → 𝑀 by

𝑠1(𝑔) = (𝜓𝑠1(𝑔), 𝑔) ∈ 𝑀 ⋊ 𝐺

Then 𝜓𝑠1 is a 1-cocycle. Given two splittings 𝑠1, 𝑠2, the difference 𝜓𝑠1 − 𝜓𝑠2 is a coboundary
precisely when there exists 𝑚 such that (𝑚, 1)𝑠1(𝑔)(𝑚, 1)−1 = 𝑠2(𝑔). Conversely, given a
1-cocycle 𝜑 ∈ 𝑍1(𝐺,𝑀), there is a splitting 𝑠1 ∶ 𝐺 → 𝑀 ⋊𝐺 such that 𝜑 = 𝜓𝑠1 .
Theorem. 𝐻1(𝐺,𝑀) bijects with the𝑀-conjugacy classes of splittings.
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2.2. Degree 2
Definition. Let 𝐺 be a group and𝑀 be a ℤ𝐺-module. An extension of 𝐺 by𝑀 is a group 𝐸
with an exact sequence of group homomorphisms

0 𝑀 𝐸 𝐺 1

𝑀 embeds into 𝐸, so its image (also called 𝑀) is an abelian normal subgroup of 𝐸. This is
acted on by conjugation by 𝐸, and so we obtain an induced action of 𝐸⟋𝑀 ≅ 𝐺, which must
match the given 𝐺-action on𝑀.

Example. The semidirect product𝑀 ⋊𝐺 is an extension of 𝐺 by𝑀.

0 𝑀 𝑀 ⋊𝐺 𝐺 1

In this case, the extension is called a split extension, since there is a splitting.

Definition. Two extensions are equivalent if there is a commutative diagram of homo-
morphisms

𝐸

0 𝑀 𝐺 1

𝐸′

If 𝐸, 𝐸′ are equivalent extensions, then 𝐸 and 𝐸′ are isomorphic as groups. The converse is
false.

Definition. A central extension is an extensionwhere the givenℤ𝐺-module is a trivial mod-
ule (that is, it has trivial 𝐺-action).

Proposition. Let 𝐸 be an extension of 𝐺 by 𝑀. If there is a splitting homomorphism 𝑠1 ∶
𝐺 → 𝐸, then the extension is equivalent to

0 𝑀 𝑀 ⋊𝐺 𝐺 1

and thus 𝐸 ≅ 𝑀 ⋊𝐺.

Theorem. Let 𝐺 be a group and let 𝑀 be a ℤ𝐺-module. Then there is a bijection from
𝐻2(𝐺,𝑀) to the set of equivalence classes of extensions of 𝐺 by𝑀.

Proof. Given an extension

0 𝑀 𝐸 𝐺 1
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there is a set-theoretic section 𝑠 ∶ 𝐺 → 𝐸 such that
𝐺 𝐸

𝐺

𝑠

𝜋
id

commutes. Note that 𝑠 need not be a group homomorphism. Without loss of generality, we
can suppose 𝑠(1) = 1. We define a map

𝜑(𝑔1, 𝑔2) = 𝑠(𝑔1)𝑠(𝑔2)𝑠(𝑔1𝑔2)−1

which measures the failure of 𝑠 to be a group homomorphism. Then 𝜋(𝜑(𝑔1, 𝑔2)) = 1, and
so 𝜑(𝑔1, 𝑔2) ∈ 𝑀. Thus 𝜑 ∶ 𝐺2 → 𝑀 is a 2-cochain, and we can show it is a 2-cocycle. We
have

𝑠(𝑔1)𝑠(𝑔2)𝑠(𝑔3) = 𝜑(𝑔1, 𝑔2)𝑠(𝑔1𝑔2)𝑠(𝑔3)
= 𝜑(𝑔1, 𝑔2)𝜑(𝑔1𝑔2, 𝑔3)𝑠(𝑔1𝑔2𝑔3)

and similarly,
𝑠(𝑔1)𝑠(𝑔2)𝑠(𝑔3) = 𝑠(𝑔1)𝜑(𝑔2, 𝑔3)𝑠(𝑔2𝑔3)

= 𝑠(𝑔1)𝜑(𝑔2, 𝑔3)𝑠(𝑔1)−1𝑠(𝑔1)𝑠(𝑔2𝑔3)
= 𝑠(𝑔1)𝜑(𝑔2, 𝑔3)𝑠(𝑔1)−1𝜑(𝑔1, 𝑔2𝑔3)𝑠(𝑔1𝑔2𝑔3)

We therefore obtain
𝜑(𝑔1, 𝑔2)𝜑(𝑔1𝑔2, 𝑔3)𝑠(𝑔1𝑔2𝑔3) = 𝑠(𝑔1)𝜑(𝑔2, 𝑔3)𝑠(𝑔1)−1𝜑(𝑔1, 𝑔2𝑔3)𝑠(𝑔1𝑔2𝑔3)

𝜑(𝑔1, 𝑔2)𝜑(𝑔1𝑔2, 𝑔3) = 𝑠(𝑔1)𝜑(𝑔2, 𝑔3)𝑠(𝑔1)−1𝜑(𝑔1, 𝑔2𝑔3)
Converting into additive notation,

𝜑(𝑔1, 𝑔2) + 𝜑(𝑔1𝑔2, 𝑔3) = 𝑔1𝜑(𝑔2, 𝑔3) + 𝜑(𝑔1, 𝑔2𝑔3)
and so

(𝑑3𝜑)(𝑔1, 𝑔2, 𝑔3) = 0
Hence 𝜑 is a 2-cocycle as claimed. Note that 𝜑 is a normalised cocycle: it satisfies 𝜑(1, 𝑔) =
𝜑(𝑔, 1) = 0. We have therefore proven that an extension of 𝐺 by 𝑀, with a choice of set-
theoretic section 𝑠 ∶ 𝐺 → 𝐸, yields a normalised 2-cocycle 𝜑 ∈ 𝑍2(𝐺,𝑀).
Now take another choice of section 𝑠′ with 𝑠′(1) = 1. We show that the normalised cocycles
𝜑, 𝜑′ differ by a coboundary, and so we have a map defined from equivalence classes of ex-
tensions to 𝐻2(𝐺,𝑀). We have 𝜋(𝑠(𝑔)𝑠′(𝑔)−1) = 1, so 𝑠(𝑔)𝑠′(𝑔)−1 ∈ ker𝜋 = 𝑀. Let 𝜓(𝑔)
denote 𝑠(𝑔)𝑠′(𝑔)−1. Thus 𝜓 ∶ 𝐺 → 𝑀. We have

𝑠′(𝑔1)𝑠′(𝑔2) = 𝜓(𝑔1)𝑠(𝑔1)𝜓(𝑔2)𝑠(𝑔2)
= 𝜓(𝑔1)𝑠(𝑔1)𝜓(𝑔2)𝑠(𝑔1)−1𝑠(𝑔1)𝑠(𝑔2)
= 𝜓(𝑔1)𝑠(𝑔1)𝜓(𝑔2)𝑠(𝑔1)−1𝜑(𝑔1, 𝑔2)𝑠(𝑔2)
= 𝜓(𝑔1)𝑠(𝑔1)𝜓(𝑔2)𝑠(𝑔1)−1𝜑(𝑔1, 𝑔2)𝜓(𝑔1𝑔2)−1𝑠′(𝑔1𝑔2)
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Switching to additive notation,

𝜑′(𝑔1, 𝑔2) = 𝜓(𝑔1) + 𝑔1𝜓(𝑔2) + 𝜑(𝑔1, 𝑔2) − 𝜓(𝑔1𝑔2)
= 𝜑(𝑔1, 𝑔2) + (𝑑2𝜓)(𝑔1, 𝑔2)

Thus 𝜑 and 𝜑′ differ by a coboundary, and so we have a well-defined map from extensions
of 𝐺 by𝑀 to 𝐻2(𝐺,𝑀).
To complete the proof, we must check that equivalent extensions give rise to the same co-
homology class, and that there is an inverse map from cohomology classes to equivalence
classes of extensions. To produce the inverse, we use the following lemma.

Lemma. Let 𝜑 ∈ 𝑍2(𝐺,𝑀). Then there is a cochain 𝜓 ∈ 𝐶1(𝐺,𝑀) such that 𝜑 + 𝑑2𝜓 is
a normalised cocycle. Hence, every cohomology class can be represented by a normalised
cocycle.

Proof. Let 𝜓(𝑔) = −𝜑(1, 𝑔). Then

(𝜑 + 𝑑2𝜓)(1, 𝑔) = 𝜑(1, 𝑔) − (𝜑(1, 𝑔) − 𝜑(1, 𝑔) + 𝜑(1, 1))
= 𝜑(1, 𝑔) − 𝜑(1, 1)

Similarly, we obtain
(𝜑 + 𝑑2𝜓)(𝑔, 1) = 𝜑(𝑔, 1) − 𝑔𝜑(1, 1)

But we know that
𝑑3𝜑(1, 1, 𝑔) = 0 = 𝑑3𝜑(𝑔, 1, 1)

since 𝜑 is a cocycle. Hence, one can check computationally that both equations above are
zero.

We now take a normalised cocycle 𝜑 representing a given cohomology class. We construct
an extension

0 𝑀 𝐸𝜑 𝐺 1

by
(𝑚1, 𝑔1) ∗ (𝑚2, 𝑔2) = (𝑚1 + 𝑔1𝑚2 + 𝜑(𝑔1, 𝑔2), 𝑔1, 𝑔2)

For this to be a group operation, we use the fact that𝜑 is normalised. This yields an extension

0 𝑀 𝐸𝜑 𝐺 1𝜋

where 𝜋 is the projection onto the second component. Note that if 𝜑′ is another normalised
2-cocycle representing the given cohomology class, then 𝜑 − 𝜑′ is a coboundary, so we can
define a map 𝐸𝜑 → 𝐸𝜑′ by

(𝑚, 𝑔) ↦ (𝑚 + 𝜓(𝑔), 𝑔)
One can check that this induces an equivalence of extensions. These constructions are in-
verses.
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2.3. Central extensions
Example. Consider central extensions of ℤ2 by ℤ. We already know of two such extensions.
The first is

0 ℤ ℤ3 ℤ2 0

𝑚 (𝑚, 0, 0)

(𝑚, 𝑟, 𝑠) (𝑟, 𝑠)

Let 𝐻 denote the Heisenberg group

𝐻 = {(
1 𝑟 𝑚
0 1 𝑠
0 0 1

)
|
|
|
|
𝑟, 𝑠,𝑚 ∈ 𝑚𝑎𝑡ℎ𝑏𝑏𝑍}

Then we have the extension

0 ℤ 𝐻 ℤ2 0

𝑚 (
1 0 𝑚
0 1 0
0 0 1

)

(
1 𝑟 𝑚
0 1 𝑠
0 0 1

) (𝑟, 𝑠)

Writing multiplicatively, let 𝑇 ≅ ℤ2 be generated by 𝑎 and 𝑏. We have the following free
resolution of the trivial ℤ𝑇-module ℤ.

0 ℤ𝑇 ℤ𝑇2 ℤ𝑇 ℤ 0𝛽 𝛼 𝜀

where

𝛽(𝑧) = (𝑧(1 − 𝑏), 𝑧(𝑎 − 1))
𝛼(𝑥, 𝑦) = 𝑥(𝑎 − 1) + 𝑦(𝑏 − 1)

and 𝜀 is the augmentation map. Apply Hom𝑇(−, ℤ) to obtain the chain complex

0 Hom𝑇(ℤ𝑇, ℤ) Hom𝑇(ℤ𝑇2, ℤ) Hom𝑇(ℤ𝑇, ℤ)
𝛽⋆ 𝛼⋆
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We claim that 𝛼⋆ and 𝛽⋆ are both zero maps, and so

𝐻2(𝑇, ℤ) = Hom𝑇(ℤ𝑇, ℤ) ≅ ℤ

and the generator is represented by the augmentation map 𝜀 ∶ ℤ𝑇 → ℤ.
Take a ℤ𝑇-map 𝑓 ∶ ℤ𝑇2 → ℤ. Then

(𝛽⋆𝑓)(𝑧) = 𝑓(𝛽)(𝑧)
= 𝑓(𝑧(1 − 𝑏), 𝑧(𝑎 − 1))
= 𝑓(𝑧 − 𝑧𝑏, 0) + 𝑓(0, 𝑧𝑎 − 𝑧)
= (1 − 𝑏)𝑓(𝑧, 0) + (𝑎 − 1)𝑓(0, 𝑧)
= 0

where the last line holds as 𝑇 acts trivially. Similarly, 𝛼⋆ = 0.
Next, we interpret 𝐻2(𝑇, ℤ) in terms of 2-cocycles arising from the bar resolution. We con-
struct a chain map as follows.

ℤ𝑇{𝑇 (2)} ℤ𝑇{𝑇 (1)} ℤ𝑇{𝑇 (0)} ℤ 0

ℤ𝑇 ℤ𝑇2 ℤ𝑇 ℤ 0

𝑑2 𝑑1 𝜀

𝛽 𝛼

𝑓2 𝑓1 id

To construct 𝑓1 such that𝛼𝑓1 = 𝑑1, we need to give images of the symbols [𝑎𝑟𝑏𝑠]with 𝑟, 𝑠 ∈ ℤ.
We must have

[𝑎𝑟𝑏𝑠] ↦ (𝑥𝑟,𝑠, 𝑦𝑟,𝑠) ∈ ℤ𝑇2

where
𝛼(𝑥𝑟,𝑠, 𝑦𝑟,𝑠) = 𝑑1([𝑎𝑟𝑏𝑠]) = 𝑎𝑟𝑏𝑠 − 1 = (𝑎𝑟 − 1)𝑏𝑠 + (𝑏𝑠 − 1)

We define

𝑆(𝑎, 𝑟) =
⎧⎪
⎨⎪
⎩

1 + 𝑎 +⋯+ 𝑎𝑟−1
if 𝑟 > 0
−𝑎−1 −⋯− 𝑎𝑟
𝑡𝑒𝑥𝑡𝑖𝑓𝑟 ≤ 0

Note that
𝑆(𝑎, 𝑟)(𝑎 − 1) = 𝑎𝑟 − 1

for any 𝑟 ∈ ℤ. Then

𝛼(𝑆(𝑎, 𝑟)𝑏𝑠, 𝑆(𝑏, 𝑠)) = 𝑆(𝑎, 𝑟)𝑏𝑠(𝑎 − 1) + 𝑆(𝑏, 𝑠)(𝑏 − 1)
= 𝑑1([𝑎𝑟𝑏𝑠])

as required. So we may define

𝑓1([𝑎𝑟𝑏𝑠]) = (𝑆(𝑎, 𝑟)𝑏𝑠, 𝑆(𝑏, 𝑠))
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To define 𝑓2, we need to give images of the symbols [𝑎𝑟𝑏𝑠|𝑎𝑡𝑏𝑢]. For each such symbol, we
find 𝑧𝑟,𝑠,𝑡,𝑢 ∈ ℤ𝑇 such that

𝑓1𝑑2([𝑎𝑟𝑏𝑠|𝑎𝑡𝑏𝑢]) = 𝛽(𝑧𝑟,𝑠,𝑡,𝑢)

We can explicitly calculate

𝑓1𝑑2([𝑎𝑟𝑏𝑠|𝑎𝑡𝑏𝑢]) = 𝑓1(𝑎𝑟𝑏𝑠[𝑎𝑡𝑏𝑢] − [𝑎𝑟+𝑡𝑏𝑠+𝑢] − [𝑎𝑟𝑏𝑠])
= (𝑎𝑟𝑏𝑠𝑆(𝑎, 𝑡)𝑏𝑢 − 𝑆(𝑎, 𝑟 + 𝑡)𝑏𝑠+𝑢 + 𝑆(𝑎, 𝑟)𝑏𝑠, 𝑎𝑟𝑏𝑠𝑆(𝑏, 𝑢) − 𝑆(𝑏, 𝑠 + 𝑢) + 𝑆(𝑏, 𝑠))

So defining
𝑧𝑟,𝑠,𝑡,𝑢 = 𝑆(𝑎, 𝑟)𝑏𝑠𝑆(𝑏, 𝑢)

gives the required equation.

𝑓2([𝑎𝑟𝑏𝑠|𝑎𝑡𝑏𝑢]) = 𝑆(𝑎, 𝑟)𝑏𝑠𝑆(𝑏, 𝑢)

Nowwe find a cochain𝜑 ∶ 𝑇2 → ℤ representing the cohomology class𝑝 ∈ ℤ = Hom𝑇(ℤ𝑇, ℤ) =
𝐻2(𝑇, ℤ). Such a cochain is given by the composition

𝑇2 ℤ𝑇 ℤ𝑓2 𝑝𝜀

Since 𝜀(𝑆(𝑎, 𝑟)) = 𝑟, we find

𝜑(𝑎𝑟𝑏𝑠, 𝑎𝑡𝑏𝑢) = 𝑝𝜀(𝑧𝑟,𝑠,𝑡,𝑢) = 𝑝𝑟𝑢

The group structure on ℤ × 𝑇 corresponding to this is

(𝑚, 𝑎𝑟𝑏𝑠) ∗ (𝑛, 𝑎𝑡𝑏𝑢) = (𝑚 + 𝑛 + 𝑝𝑟𝑢, 𝑎𝑟+𝑡𝑏𝑠+𝑢)

This corresponds to the group of matrices

{(
1 𝑝𝑟 𝑚
0 1 𝑠
0 0 1

)
|
|
|
|
𝑟, 𝑠,𝑚 ∈ ℤ}

2.4. Generators and relations
Another approach to considering extensions, and in particular central extensions, is the use
of partial resolutions arising from generators and relations. Given a group 𝐺, for any gen-
erating set 𝑋 there is a canonical map 𝐹 → 𝐺 where 𝐹 is the free group on 𝑋 . Let 𝑅 be the
kernel of this map, and so we have a short exact sequence

1 𝑅 𝐹 𝐺 1

This is a presentation for 𝐺, where the subgroup 𝑅 can be thought of as the set of relations.
Since it is a normal subgroup, 𝐹 acts on it by conjugation. Often we take a set of generators
of 𝑅 as a normal subgroup of 𝐹.
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Let 𝑅ab = 𝑅⟋𝑅′ be the largest abelian quotient of 𝑅. We say that 𝑅′ is the derived subgroup
of 𝑅, and is given by the commutator subgroup [𝑅, 𝑅] of 𝐹. It inherits an action of 𝐹, but 𝑅
acts trivially, so we have an induced action by 𝐺 = 𝐹⟋𝑅. Clearly 𝑅ab is a ℤ-module, and it is
a ℤ𝐺-module. This is called the relation module. We have an extension

1 𝑅ab 𝐹⟋𝑅′ 𝐺 1

To get a central extension, we instead consider

1 𝑅⟋[𝑅, 𝐹] 𝐹⟋[𝑅, 𝐹] 𝐺 1

where [𝑅, 𝐹] is the commutator subgroup. There is not a largest or universal central exten-
sion, since we can always form the direct product with an abelian group, but this particular
central extension above does have some good properties that we will now explore.

Theorem. Let
1 𝑅 𝐹 𝐺 1

be a presentation of 𝐺. Let𝑀 be a left ℤ𝐺-module. Then there is an exact sequence

𝐻1(𝐹,𝑀) Hom𝐺(𝑅ab,𝑀) 𝐻2(𝐺,𝑀) 0

Thus, any equivalence class of extensions of 𝐺 by𝑀 corresponding to a cohomology class in
𝐻2(𝐺,𝑀) arises from a ℤ𝐺-map 𝑅ab → 𝑀.

Note that𝑀 is a ℤ𝐹-module via the map 𝐹 → 𝐺.
Corollary. In the above situation, if 𝑀 is a trivial ℤ𝐺-module, then we have an exact se-
quence

Hom(𝐹,𝑀) Hom𝐺(𝑅⟋[𝑅, 𝐹],𝑀) 𝐻2(𝐺,𝑀) 0

Proof. 𝑀 is a trivial ℤ𝐹-module, so 𝐻1(𝐹,𝑀) = Hom(𝐹,𝑀), which is a set of group ho-
momorphisms to an abelian group, and any such morphism factors uniquely through the
abelianisation so this is equal toHom(𝐹ab,𝑀). Similarly, Hom𝐺(𝑅ab,𝑀) = Hom𝐺 (𝑅⟋[𝑅, 𝐹],𝑀).

2.5. Homology groups
There is also a connection with homology groups. Given a projective resolution of the trivial
ℤ𝐺-module ℤ, we can apply the map ℤ⊗ℤ𝐺 − and obtain homology groups. The homology
groups do not depend on the choice of resolution, and are written 𝐻𝑛(𝐺, ℤ).
Definition. The Schurmultiplier𝑀(𝐺) of a group𝐺 is the second homology group𝐻2(𝐺, ℤ).
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Theorem (universal coefficients theorem). Let 𝐺 be a group and𝑀 be a trivial ℤ𝐺-module.
Then there is a short exact sequence

0 Ext1(𝐺ab,𝑀) 𝐻2(𝐺,𝑀) Hom(𝑀(𝐺),𝑀) 0

whereExt1(𝐺ab,𝑀) arises fromapplyingHomℤ(−,𝑀) to a projective resolution of the abelian
group 𝐺ab.

Corollary. Suppose that 𝐺 = 𝐺′, and so 𝐺ab = 1. Then 𝐻2(𝐺,𝑀) ≅ Hom(𝑀(𝐺),𝑀).
In some texts, the Schur multiplier is defined to be 𝐻2(𝐺, ℂ×), where ℂ× is the a trivial
module written multiplicatively. This approach can be useful when considering projective
representations 𝐺 → 𝑃𝐺𝐿(ℂ). Such a map lifts to give a linear representation of central
extension of 𝐺.
Theorem (Hopf’s formula). Given a presentation

1 𝑅 𝐹 𝐺 1

we have
𝑀(𝐺) ≅ 𝐹′ ∩ 𝑅⟋[𝑅, 𝐹]

Note that this is not necessarily all of 𝐹⟋[𝑅, 𝐹], and this shows that 𝐹
′ ∩ 𝑅⟋[𝑅, 𝐹] is independ-

ent of the choice of presentation.
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1. Inaccessible cardinals

1. Inaccessible cardinals
1.1. Large cardinal properties
Modern set theory largely concerns itself with the consequences of the incompleteness phe-
nomenon. Given any ‘reasonable’ set theory 𝑇, Gödel’s first incompleteness theorem shows
that there is a sentence 𝜑 such that 𝑇 ⊬ 𝜑 and 𝑇 ⊬ ¬𝜑. To be ‘reasonable’, the set of axioms
must be computably enumerable, among other similar restrictions. In particular, Gödel’s
second incompleteness theorem shows that 𝑇 ⊬ Con(𝑇), where Con(𝑇) is the statement
that 𝑇 is consistent. Hence,

{𝜓 ∣ 𝑇 ⊢ 𝜓} ⊊ {𝜓 ∣ 𝑇 + 𝜑 ⊢ 𝜓}

We might say
𝑇 <consequence 𝑇 + 𝜑

so 𝑇 has strictly fewer consequences than 𝑇 +𝜑. Modern set theory is about understanding
the relation ≤consequence and other similar relations. It turns out that large cardinal axioms
are the most natural hierarchy that we can use to measure the strength of set theories.

In this course we will not provide a definition for the notion of ‘large cardinal’, but we will
provide an informal description. A large cardinal property is a formula Φ such that Φ(𝜅)
implies that 𝜅 is a very large cardinal, so large that its existence cannot be proven in ZFC.
A large cardinal axiom is an axiom of the form ∃𝜅.Φ(𝜅), which we will abbreviate ΦC. We
begin with some non-examples.

(i) 𝜅 is called an aleph fixed point if 𝜅 = ℵ𝜅. Note that, for example, 𝜔, 𝜔1, and ℵ𝜔 are not
aleph fixed points. However, we have the following result. We say that𝐹 ∶ Ord→ Ord
is normal if 𝛼 < 𝛽 implies 𝐹(𝛼) < 𝐹(𝛽), and if 𝜆 is a limit, 𝐹(𝜆) = ⋃𝛼<𝜆 𝐹(𝛼). One
can show that every normal ordinal operation has arbitrarily large fixed points, and
in particular that these fixed points may be enumerated by the ordinals. In particular,
since the operation 𝛼 ↦ ℵ𝛼 is normal, it admits fixed points.

(ii) Let Φ(𝜅) be the property
𝜅 = ℵ𝜅 ∧ Con(ZFC)

ClearlyΦC implies Con(ZFC), so ZFC ⊬ ΦC. Wewould like our large cardinal axioms
to be unprovable by ZFC because of the size of the cardinal in question, not because
of any other arbitrary reasons that we may attach to these axioms.

One source of large cardinal axioms is as follows. Consider the ordinal 𝜔; it is much larger
than any ordinal smaller than it. We can consider properties that encapsulate the notion that
𝜔 is much larger than any smaller ordinal, and use these as large cardinal properties.

(i) If 𝑛 < 𝜔, then 𝑛+ < 𝜔, where 𝑛+ is the cardinal successor of 𝑛. We define

Λ(𝜅) ⟺ ∀𝛼. (𝛼 < 𝜅 → 𝛼+ < 𝜅)
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where 𝛼+ is the least cardinal strictly larger than 𝛼. Then, Λ(𝜅) holds precisely when
𝜅 is a limit cardinal. These need not be very large, for example, ℵ𝜔 is a limit cardinal,
and the existence of this cardinal is proven by ZFC.

(ii) If 𝑛 < 𝜔, then 2𝑛 < 𝜔, where 2𝑛 is the size of the power set of 𝑛.

Σ(𝜅) ⟺ ∀𝛼. (𝛼 < 𝜅 → 2𝛼 < 𝜅)

where 2𝛼 is the cardinality of 𝒫(𝛼). Such cardinals are called strong limit cardinals.
We will show that these exist in all models of ZFC. Similarly to the aleph hierarchy,
we can define the beth hierarchy, denoted ℶ𝛼. This is given by

ℶ0 = ℵ0; ℶ𝛼+1 = 2ℶ𝛼 ; ℶ𝜆 = ⋃
𝛼<𝜆

ℶ𝛼

Cantor’s theorem shows that ℵ𝛼 ≤ ℶ𝛼, and the continuum hypothesis is the assertion
that ℵ1 = ℶ1. Note that 𝜅 is a strong limit cardinal if and only if 𝜅 = ℶ𝜆 for some limit
ordinal 𝜆. In particular, ZFC ⊢ ΣC.

(iii) If 𝑠 ∶ 𝑛 → 𝜔 for 𝑛 < 𝜔, then sup(𝑠) = ⋃ ran(𝑠) < 𝜔. This gives rise to the following
definition.

Definition. Let 𝜆 be a limit ordinal. We say that 𝐶 ⊆ 𝜆 is cofinal or unbounded if
⋃𝐶 = 𝜆. We define the cofinality of 𝜆, denoted cf(𝜆), to be the cardinality of the
smallest cofinal subset. If 𝜆 is a cardinal, then cf(𝜆) ≤ 𝜆. If this inequality is strict, the
cardinal is called singular; if this is an equality, it is called regular.

Note that if 𝜅 is regular, then if 𝜆 < 𝜅, and for each 𝛼 < 𝜆 we have a set 𝑋𝛼 ⊆ 𝜅 of
size |𝑋𝛼| < 𝜅, then ⋃𝑋𝛼 ≠ 𝜅. It is easy to show that this property is equivalent to
regularity.

We have therefore shown that 𝜔 is a regular cardinal. Note that ℵ1 is also regular,
since countable unions of countable sets are countable. This argument generalises to
all succcessor cardinals, so all successor cardinals ℵ𝛼+1 are regular. The cardinal ℵ𝜔
is not regular, as it is the union of {ℵ𝑛 ∣ 𝑛 ∈ ℕ}, which is a subset of ℵ𝜔 of cardinality
ℵ0, giving cf(ℵ𝜔) = ℵ0. The cofinality of ℵℵ𝜔 is also ℵ0. Limit cardinals are often
singular.

1.2. Weakly inaccessible and inaccessible cardinals
Motivated by these examples of properties of 𝜔, we make the following definition.
Definition. Acardinal 𝜅 is calledweakly inacessible if it is an uncountable regular limit, and
(strongly) inaccessible if it is an uncountable regular strong limit. We write WI(𝜅) to denote
that 𝜅 is weakly inaccessible, and I(𝜅) if 𝜅 is inaccessible.
To argue that these are large cardinal properties, we will show that they are very large, and
that the existence of such cardinals cannot be proven in ZFC. Note that we cannot actually

294



1. Inaccessible cardinals

prove this statement; if ZFC were inconsistent, it would prove every statement. Whenever
we write statements such as ZFC ⊬ IC, it should be interpreted to mean ‘if ZFC is consistent,
it does not prove IC’.

Many things in the relationship of WI and I are unclear: 2ℵ0 is clearly not inaccessible as
it is not a strong limit, but it is not clear that this is not a limit. The generalised continuum
hypothesis GCH is that for all cardinals 𝛼, we have 2ℵ𝛼 = ℵ𝛼+1, and so ℵ𝛼 = ℶ𝛼. Under this
assumption, the notions of limit and strong limit coincide, and so the notions of inaccessible
cardinals and weakly inaccessible cardinals coincide.

Proposition. Weakly inaccessible cardinals are aleph fixed points.

Proof. Suppose 𝜅 is weakly inaccessible but 𝜅 < ℵ𝜅. Fix 𝛼 such that 𝜅 = ℵ𝛼, then 𝛼 < 𝜅. As
𝜅 is a limit cardinal, 𝛼must be a limit ordinal. But then ℵ𝛼 = ⋃𝛽<𝛼 ℵ𝛽, so in particular, the
set {ℵ𝛽 ∣ 𝛽 < 𝛼} is cofinal in 𝜅, but this set is of size |𝛼| < 𝜅. Hence 𝜅 is singular, contradicting
regularity.

1.3. Second order replacement
We will now show that ZFC does not prove IC, and we omit the result for weakly inaccess-
ible cardinals. We could do this via model-theoretic means: we assume 𝑀 ⊨ ZFC, and
construct a model 𝑁 ⊨ ZFC + ¬IC. However, there is another approach we will take here.
By Gödel’s second incompleteness theorem, under the assumption that ZFC is consistent,
we have ZFC ⊬ Con(ZFC), so it suffices to show IC → Con(ZFC). Gödel’s completeness
theorem states that Con(𝑇) holds if and only if there exists a model 𝑀 with 𝑀 ⊨ 𝑇. Thus,
it suffices to show that under the assumption that there is an inaccessible cardinal, we can
construct a model of ZFC. Note that the metatheory in which the completeness theorem is
proven actuallymatters; both theories andmodels are actually sets in the outer theory.

Recall that the cumulative hierarchy inside a model of set theory is given by

V0 = ∅; V𝛼+1 = 𝒫(V𝛼); V𝜆 = ⋃
𝛼<𝜆

V𝛼

(i) The axiom of foundation is equivalent to the statement that every set is an element of
V𝛼 for some 𝛼.

(ii) (V𝜔, ∈) is a model of all of the axioms of set theory except for the axiom of infinity.
This collection of axioms is called finite set theory FST.

(iii) (V𝜔+𝜔, ∈) is a model of all of the axioms of set theory except for the axiom of replace-
ment. This theory is called Zermelo set theory with choice ZC. In fact, for any limit
ordinal 𝜆 > 𝜔, ZFC proves that (V𝜆, ∈) ⊨ ZC. That is, ZFC proves the existence of a
model of ZC, or equivalently, ZFC ⊢ Con(ZC). Hence, ZC cannot prove replacement,
since Gödel’s second incompleteness theorem applies to ZC. In this way, replacement
behaves like a large cardinal axiom for ZC. The same holds for infinity and FST.
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We briefly discuss why replacement fails in V𝜔+𝜔. Consider the set of ordinals 𝜔 + 𝑛 for
𝑛 < 𝜔; this set does not belong to V𝜔+𝜔 as its rank is 𝜔 + 𝜔. However, the class function 𝐹
given by 𝑛 ↦ 𝜔+ 𝑛 is definable by a simple formula, and applying this to the set 𝜔 ∈ V𝜔+𝜔
gives a counterexample to replacement. Our counterexample is thus a cofinal subset of V𝜔+𝜔
whose union does not lie in V𝜔+𝜔. In some sense, the fact that 𝜔+𝜔 is singular is the reason
why V𝜔+𝜔 does not satisfy replacement.

Now, consider 𝛼 = ℵ1, which is regular. Consider 𝒫(𝜔) ∈ V𝜔+2 ⊆ V𝜔1 . There is a definable
surjection from 𝒫(𝜔) to 𝜔1, motivated by the proof of Hartogs’ lemma. Indeed, subsets of 𝜔
can encode well-orders, and every countable well-order is encoded by a subset of 𝜔, so the
map

𝑔 ∶ 𝐴 ↦ {𝛼 if 𝐴 codes a well-order of order type 𝛼
0 otherwise

is a surjection 𝒫(𝜔) → 𝜔1. This class function has cofinal range in 𝜔1, and so V𝜔1 does not
satisfy replacement.

We will prove that I(𝜅) implies that V𝜅 models replacement. A set𝑀 is said to satisfy second-
order replacement SOR if for every function𝐹 ∶ 𝑀 → 𝑀 and every𝑥 ∈ 𝑀, the set {𝐹(𝑦) ∣ 𝑦 ∈ 𝑥}
is in 𝑀. Any model of V𝛼 that satisfies second-order replacement is a model of ZFC, as
the counterexamples to replacement are special cases of violations of second-order replace-
ment.

Theorem (Zermelo). If 𝜅 is inaccessible, then V𝜅 satisfies second-order replacement.

We first prove the following lemmas.

Lemma. If 𝜅 is inaccessible and 𝜆 < 𝜅, then |V𝜆| < 𝜅.

Proof. This follows by induction. Note |V0| = 0 < 𝜅. If |V𝛼| < 𝜅, then as 𝜅 is a strong limit,
|V𝛼+1| = |𝒫(V𝛼)| = 2|V𝛼| < 𝜅. If 𝜆 is a limit and |V𝛼| < 𝜅 for all 𝛼 < 𝜆, then if |V𝜆| = 𝜅, we
have written 𝜅 as a union of less than 𝜅 sets of size less than 𝜅, contradicting regularity.

Lemma. If 𝜅 is inaccessible and 𝑥 ∈ V𝜅, then |𝑥| < 𝜅.

Proof. Suppose 𝑥 ∈ V𝜅 = ⋃𝛼<𝜅 V𝛼. Then there exists 𝛼 < 𝜅 such that 𝑥 ∈ V𝛼. Then 𝑥 ⊆ V𝛼
as the V𝛼 are transitive, but then |𝑥| ≤ |V𝛼| < 𝜅.

We can now prove Zermelo’s theorem.

Proof. Let 𝐹 ∶ V𝜅 → V𝜅, and 𝑥 ∈ V𝜅; we must show that 𝑅 = {𝐹(𝑦) ∣ 𝑦 ∈ 𝑥} ∈ V𝜅. By the
second lemma above, |𝑥| < 𝜅, hence |𝑅| < 𝜅. For each 𝑦 ∈ 𝑥, define 𝛼𝑦 to be the rank of
𝐹(𝑦). This is an ordinal less than 𝜅. Consider 𝐴 = {𝛼𝑦 ∣ 𝑦 ∈ 𝑥}; its cardinality is bounded by
that of 𝑥, so |𝐴| < 𝜅. But as 𝜅 is regular, |𝐴| is not cofinal, so there is 𝛾 < 𝜅 such that 𝐴 ⊆ V𝛾.
By definition, 𝑅 ⊆ V𝛾, so 𝑅 ∈ V𝛾+1 ⊆ V𝜅, as required.
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The definition of inacessibility is precisely what is needed for this proof to work. The follow-
ing converse holds.

Theorem (Shepherdson). If V𝜅 satisfies second-order replacement, then 𝜅 is inaccessible.

Proof. Suppose 𝜅 is not inaccessible, so either 𝜅 is singular or there is 𝜆 < 𝜅 such that 2𝜆 ≥ 𝜅.
If 𝜅 is singular, then 𝜅 = ⋃𝛼<𝜆 𝜅𝛼 for 𝜆 < 𝜅 and 𝜅𝛼 < 𝜅. Consider 𝐶 = {𝜅𝛼 ∣ 𝛼 < 𝜆}; this
set is cofinal in 𝜅, but the cardinality of 𝐶 is 𝜆. Therefore, 𝐶 ∉ V𝜅. We simply take the
function 𝐹 ∶ 𝛼 ↦ 𝜅𝛼, then the image of 𝜆 under 𝐹 is 𝐶 ∉ V𝜅, so 𝐹 witnesses that V𝜅 violates
second-order replacement.

Suppose there is 𝜆 < 𝜅 such that 2𝜆 ≥ 𝜅. Let 𝐹 ∶ 𝒫(𝜆) → 𝜅 be a surjection. Since 𝜆 < 𝜅, we
must have 𝒫(𝜆) ∈ V𝜆+2 ⊆ V𝜅. Then the image of 𝒫(𝜆) under 𝐹 is 𝜅 ∉ V𝜅 as required.

1.4. Countable transitive models of set theory
It is not generally the case that if V𝜅 ⊨ ZFC then 𝜅 is inaccessible. Moreover, the existence of
an inaccessible cardinal is strictly stronger than the consistency of ZFC. We will show this
second statement first.

Suppose 𝜅 is inaccessible, so V𝜅 ⊨ ZFC. A standard model-theoretic argument shows there
is a countable elementary substructure (𝑁, ∈) ⪯ (V𝜅, ∈). In particular, (𝑁, ∈) ⊨ ZFC. The
proof of the downwards Löwenheim–Skolem theorem that we will use is a Skolem hull con-
struction, given by

𝑁0 = ∅; 𝑁𝑘+1 = 𝑁𝑘 ∪𝑊(𝑁𝑘); 𝑁 = ⋃
𝑘∈ℕ

𝑁𝑘

where𝑊(𝑁𝑘) is a set of witnesses for all formulas of the form ∃𝑥. 𝜑 with parameters in 𝑁𝑘.
The fact that this is an elementary substructure follows from the Tarski–Vaught test. We
will now explore this model in more detail.

If 𝑛 ∈ 𝜔, there is a formula𝜑𝑛 such that V𝜅 ⊨ 𝜑𝑛(𝑥) if and only if 𝑥 = 𝑛. Clearly, the formula
∃𝑥. 𝜑𝑛(𝑥) has precisely one witness, so 𝜔 ⊆ 𝑁1. Similarly, there are formulas 𝜑𝜔, 𝜑𝜔+𝜔, 𝜑𝜔⋅3
and so on. There is also a formula 𝜑𝜔1 such that 𝑥 = 𝜔1 if and only if V𝜅 ⊨ 𝜑𝜔1(𝑥). As
before, because there is a unique witness to this formula in V𝜅, we must have 𝜔1 ∈ 𝑁1. But
since the model 𝑁 is countable, there must be a gap in the ordinals at some point below 𝜔1.
By the same argument, the model contains 𝜔2, 𝜔3 and so on. Therefore,𝑁 is a nontransitive
model.

As (𝑁,∈) is well-founded and extensional, by Mostowski’s collapsing theorem there is a
unique transitive 𝑀 such that (𝑀,∈) ≅ (𝑁,∈). This fills all of the gaps in our model. As
this is an isomorphism, we obtain (𝑀,∈) ⪯ (𝑁,∈) ⪯ (V𝜅, ∈), so (𝑀,∈) is a countable
transitive model of ZFC. In particular, its height 𝛼 = Ord ∩𝑀 is a countable ordinal. There
is an elementary embedding of𝑀 into V𝜅 given by the inverse of the Mostowski collapse. In
particular, some 𝛽 < 𝛼 has the property that𝑀 ⊨ 𝜑𝜔1(𝛽).
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Therefore, the property ‘𝑥 is a cardinal’ cannot be an absolute property between 𝑀 and V𝜅.
A property is said to be absolute between 𝑀 and some larger structure 𝑁 if it holds in 𝑀
precisely if it holds in 𝑁, where parameters are allowed to take values in the smaller struc-
ture 𝑀. If the truth of the property in the smaller structure implies the truth in the larger
structure, we say the property is upwards absolute; conversely, if truth in the larger structure
implies truth in the smaller one, we say the property is downwards absolute. The theory of
absoluteness concerns the following classes of formulas, among others.

(i) Δ0 formulas, in which only bounded quantifiers are permitted, for example in ZFC, ‘𝑥
is an ordinal’, ‘𝑓 is a function’, ‘𝑥 is a subset of 𝑦’, ‘𝑥 is 𝜔’.

(ii) Σ1 formulas, which are Δ0 formulas surrounded by a single existential quantifier.
(iii) Π1 formulas, which are Δ0 formulas surrounded by a single universal quantifier, for

example ‘𝑥 is a cardinal’ or ‘𝑥 is the power set of 𝑦’.
One can show thatΔ0 formulas are absolute between transitivemodels. Further,Σ1 formulas
are upwards absolute and Π1 formulas are downwards absolute. The example above shows
that ‘𝑥 is a cardinal’ cannot be Δ0 as it is not upwards absolute. Similarly, ‘𝑥 is the power
set of 𝑦’ cannot be Δ0, because the object 𝑝 that 𝑀 believes is the power set of 𝜔 must be
countable, and so cannot be the real power set in V𝜅. As being a subset is absolute, this
object 𝑝must consist of subsets of 𝜔, but must only contain very few of them.

As being𝜔 isΔ0, in fact all arithmetical statements (and therefore, by encoding, all syntactic
statements) are Δ0.
Theorem. IC → Con(ZFC) but Con(ZFC) ↛ IC.

Proof. The forward direction has already been proven. Since IC proves the consistency of
ZFC, there is a countable transitive model 𝑀 ⊆ V𝜅 ⊆ V of ZFC. By absoluteness, 𝑀 ⊨
Con(ZFC), so𝑀 ⊨ ZFC⋆ where we define ZFC⋆ = ZFC + Con(ZFC). We have thus proven
that IC implies the consistency of ZFC⋆. So, by the second incompleteness theorem, ZFC⋆ ⊬
IC.

1.5. Worldly cardinals
We now show that if V𝜅 ⊨ ZFC, it is not necessarily the case that 𝜅 is inaccessible.
Observe that𝑀 ≠ V𝛼 for any 𝛼. Clearly𝑀 ≠ V𝜔. But |V𝜔+1| = |𝒫(𝜔)| = 2ℵ0 , and |V𝛼| > 2ℵ0
for all 𝛼 ≥ 𝜔 + 1. But𝑀 is countable, so it cannot be any of these.

Recall the definition of 𝑁 by

𝑁0 = ∅; 𝑁𝑘+1 = 𝑊(𝑁𝑘); 𝑁 = ⋃
𝑘∈ℕ

𝑁𝑘

We wish to create a similar structure that is of the form V𝛼 for some 𝛼. We define

𝛼0 = 0; 𝛼𝑘+1 = sup {rank(𝑥) ∣ 𝑥 ∈ 𝑊(V𝛼𝑘)}; 𝛼 = sup {𝛼𝑛 ∣ 𝑛 ∈ ℕ}

298



1. Inaccessible cardinals

Note that 𝑁 ⊆ V𝛼1 .

Theorem. V𝛼 ⪯ V𝜅 and 𝛼 < 𝜅.

Proof. The first statement follows from the Tarski–Vaught test. To show 𝛼 < 𝜅, we first show
by induction that 𝛼𝑘 < 𝜅. This is clearly true for 𝑘 = 0. Now, if 𝛼𝑘 < 𝜅, we have ||V𝛼𝑘 || < 𝜅
by a previous lemma. Thus,

||𝑊(V𝛼𝑘)|| ≤ ℵ0 ⋅ ||V<𝜔𝛼𝑘 || = ||V𝛼𝑘 || < 𝜅

where 𝑋<𝜔 is the set of finite sequences of elements of 𝑋 . Hence {rank(𝑥) ∣ 𝑥 ∈ 𝑊(V𝛼𝑘)} is
a set of less than 𝜅 ordinals less than 𝜅, so it must be bounded by regularity. Finally, as 𝛼 is
a countable union of the 𝛼𝑘, regularity again shows 𝛼 < 𝜅.

Remark. The ordinal 𝛼 produced in this way has countable cofinality, so cannot be inaccess-
ible. In particular, V𝛼 ⊨ ZFC but 𝛼 is not inaccessible.

Definition. We call an ordinal 𝛼 worldly if V𝛼 ⊨ ZFC, and write Wor(𝛼).

We have shown I(𝜅) → Wor(𝜅), but not the other way round given that a wordly cardinal
exists. In particular,

IC → WorC → Con(ZFC)

Theorem. If 𝜅 is a wordly ordinal, 𝜅 is a cardinal.

Proof. First, observe that 𝜅 is a limit ordinal; otherwise, its predecessor would be the largest
ordinal in the model, but ZFC proves that there is no largest ordinal. Suppose 𝜅 is not a
cardinal, so there is 𝜆 < 𝜅 such that there is a bijection 𝜆 → 𝜅. In particular, 𝜆 < 𝜅 < 𝜆+.
By the proof of Hartogs’ lemma, there is a relation 𝑅 ⊆ 𝜆 × 𝜆 such that (𝜆, 𝑅) ≅ (𝜅, ∈).
Assuming Kuratowski’s definition of ordered pairs, an element of 𝜆 × 𝜆 is an element of V𝜆,
so 𝜆×𝜆 ∈ V𝜆+1 and 𝑅 ∈ V𝜆+1. The pair (𝜆, 𝑅) is an element of V𝜆+3 ⊆ V𝜅. Thus V𝜅 contains
a well-order (𝜆, 𝑅) of order type 𝜅. But ZFC proves that every well-ordering is isomorphic to
a unique ordinal, so we must have 𝜅 ∈ V𝜅, which is a contradiction.

1.6. The consistency strength hierarchy
Let 𝐵 be a base theory; we will often use ZFC. If 𝑇, 𝑆 are extensions of 𝐵, we say that 𝑇 has
lower consistency strength than 𝑆, written 𝑇 ≤Con 𝑆, if 𝐵 ⊢ Con(𝑆) → Con(𝑇). We say that
𝑇 and 𝑆 is equiconsistent, written 𝑇 ≡Con 𝑆, if 𝑇 ≤Con 𝑆 and 𝑆 ≤Con 𝑇, and write 𝑇 <Con 𝑆 if
𝑇 ≤Con 𝑆 but 𝑆 ≰Con 𝑇.

Remark. (i) If 𝐼 is inconsistent, then 𝑇 ≤Con 𝐼 for all 𝑇. All inconsistent theories are
equiconsistent. In particular, 𝑇 is consistent if and only if 𝑇 <Con 𝐼. We typically write
⊥ for an inconsistent theory.
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(ii) <Con is more than just ‘proving more theorems’. If 𝜑 is such that ZFC ⊬ 𝜑 and ZFC ⊬
¬𝜑, it is not necessarily the case that ZFC <Con ZFC + 𝜑 or ZFC <Con ZFC + ¬𝜑. For
example, ZFC + CH, ZFC + ¬CH, and ZFC are all equiconsistent.

(iii) The second incompleteness theorem shows, for suitably nice theories 𝑇, that if 𝑇 ≠ ⊥
then 𝑇 <Con 𝑇 + Con(𝑇). Note that it is possible that 𝑇 is consistent but 𝑇 + Con(𝑇)
is inconsistent, so the incompleteness theorem does not necessarily give an infinite
chain of strict consistency strength inequalities. For example, consider

ZFC† = ZFC + ¬Con(ZFC)

SinceZFC† ⊇ ZFC, wemust have Con(ZFC†) → Con(ZFC), butZFC† → ¬Con(ZFC),
so ZFC† + Con(ZFC†) is inconsistent.

In conclusion,

ZFC <Con ZFC + Con(ZFC) <Con ZFC + WorC <Con ZFC + IC

where the second inequality uses the same argument as IC → Con(ZFC+Con(ZFC)).
We will see that ZFC ≡Con ZFC + ¬IC. Many large cardinal axioms have this property that
their negations are weak.

If 𝜅 is the least inaccessible cardinal, then V𝜅 is a model of ZFC, but we can show that it can-
not satisfy IC. Note that the statement ‘𝜆 is inaccessible’ is a Π1 statement, so is downwards
absolute. Given a model with two inaccessible cardinals 𝜅0 < 𝜅1, we have V𝜅1 ⊨ ZFC+ I(𝜅0)
so in particular, V𝜅1 ⊨ ZFC + IC.

Lemma. If 𝛼 is a limit ordinal, then the formula ‘𝜆 is inaccessible’ is absolute for V𝛼 and V.
In particular, V𝜅 above does not satisfy IC.

Proof. By downwards absoluteness, it suffices to show that if V𝛼 ⊨ I(𝜆) then I(𝜆). Suppose
not, so 𝜆 is singular or not a strong limit.
Let 𝜆 be singular, so there is a cofinal set 𝐶 ⊆ 𝜆 with |𝐶| = 𝛾 < 𝜆, so there is a bijection 𝑓 ∶
𝛾 → 𝐶. Note that being singular is Σ1, witnessed by 𝐶, 𝛾, 𝑓. We have 𝐶 ∈ V𝜆+1, 𝛾 ∈ V𝜆, and
𝑓 ∈ V𝜆+2. All of these are subsets of V𝛼, so these witnesses exist in V𝛼. Hence V𝛼 believes
that 𝐶 is a cofinal set of cardinality less than 𝜆, so it believes 𝜆 is singular, contradicting
inaccessibility.

Now let 𝜆 not be a strong limit. Let 𝛾 < 𝜆, and let 𝑓 ∶ 𝒫(𝛾) → 𝜆 be a surjection. Then
𝒫(𝛾) ∈ V𝛾+2 ⊆ V𝜆 ⊆ V𝛼, and so this function is an element of V𝜆+2 ⊆ 𝑉𝛼. The statement
that it is a surjection is absolute, so V𝛼 believes 𝑓 is a surjection from𝒫(𝛾) to 𝜆, contradicting
its belief that 𝜆 is a strong limit.

Therefore, we have the following.

Theorem. Suppose ZFC + IC, and let 𝜅 be the least inaccessible. Then V𝜅 ⊨ ZFC + ¬IC.

300



1. Inaccessible cardinals

Proof. Suppose V𝜅 ⊨ ZFC+ IC. Then there is 𝜆 < 𝜅 such that V𝜅 ⊨ I(𝜆), but by the previous
lemma this contradicts minimality of 𝜅.

Therefore, we have the following.

ZFC + IC ⊢ there is a transitive model of ZFC + ¬IC

For any theory 𝑇, we write
𝑇⋆ = 𝑇 + Con(𝑇)

We make the following remarks.

(i) Observe that if 𝑆 proves that there is a transitivemodel of𝑇, then 𝑆 ⊢ Con(𝑇⋆) because
consistency statements are downwards absolute between transitive models.

(ii) Note also that if 𝑆 proves every axiom of 𝑇, then Con(𝑆) → Con(𝑇).
(iii) If 𝑇 is not equiconsistent with ⊥, then Con(𝑇) ↛ Con(𝑇⋆).
We can therefore show

Con(ZFC + ¬IC) ↛ Con(ZFC + IC)
assuming that ZFC + ¬IC is consistent. We have that ZFC + IC yields a transitive model of
ZFC + ¬IC. Thus, by (i), ZFC + IC implies Con((ZFC + ¬IC)⋆). Hence Con(ZFC + ¬IC) →
Con((ZFC + ¬IC)⋆), so if the given implication were to hold, it would contradict Gödel’s
second incompleteness theorem. Thus, if ZFC + ¬IC is consistent,

ZFC + ¬IC <Con ZFC + IC

Observe that none of the proofs given in this section work for weakly inaccessible cardin-
als, so it is not clear that weakly inaccessible cardinals qualify as large cardinals. However,
that under the generalised continuum hypothesis, we have ℵ𝛼 = ℶ𝛼 and so the notions of
weakly inaccessible cardinal and inaccessible cardinal coincide. In Part III Forcing and the
ContinuumHypothesis, we see that if𝑀 ⊨ ZFC, there is 𝐿 ⊆ 𝑀 such that 𝐿 is transitive in𝑀,
𝐿 contains all the ordinals of𝑀, and 𝐿 ⊨ ZFC+GCH. Thus, given a model𝑀 ⊨ ZFC+WIC,
we obtain 𝐿 ⊨ ZFC + IC, and thus the two axioms WIC and IC are equiconsistent.

Note that 2ℵ0 is not a strong limit, but it is consistent that 2ℵ0 is weakly inaccessible (un-
der suitable assumptions), so the notions of weakly inaccessible cardinals and inaccessible
cardinals do not coincide.
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2. Measurability and compactness

2.1. The measure problem

Let 𝕀 denote the unit interval [0, 1] ⊆ ℝ. A function 𝜇 ∶ 𝒫(𝕀) → 𝕀 is called ameasure if

(i) 𝜇(𝕀) = 1 and 𝜇(∅) = 0;

(ii) (translation invariance) if 𝑋 ⊆ 𝕀, 𝑟 ∈ ℝ, and 𝑋 + 𝑟 = {𝑥 + 𝑟 ∣ 𝑥 ∈ 𝑋} ⊆ 𝕀, then 𝜇(𝑋) =
𝜇(𝑋 + 𝑟); and

(iii) (countable additivity) if (𝐴𝑛)𝑛∈ℕ is a family of pairwise disjoint subsets of 𝕀, then
𝜇(⋃𝑛∈ℕ 𝐴𝑛) = ∑𝑛∈ℕ 𝜇(𝐴𝑛).

The Lebesgue measure problem was the question of whether such a measure function exists.
Vitali proved that a measure cannot be defined on all of 𝒫(𝕀). This proof requires the axiom
of choice nontrivially. In 1970, Solovay proved that if ZFC + IC is consistent, then, there is
a model of ZF in which all sets are Lebesgue measurable. In 1984, Shelah showed that the
inaccessible cardinal was necessary to construct this model.

Now, replace translation invariance with the requirement that for all 𝑥 ∈ 𝕀, we have 𝜇({𝑥}) =
0, and call such measures Banach measures. Banach’s measure problem was the question of
whether a Banachmeasure exists. Note that every Lebesguemeasure is a Banachmeasure. If
𝜇({𝑥}) > 0 for some 𝑥, then by translation invariance, every singleton has the samemeasure
𝜇({𝑥}) > 0. There is some natural number 𝑛 such that 𝑛𝜇({𝑥}) > 1, but this contradicts
countable additivity using a set of 𝑛 reals. Observe that for any 𝜀 > 0, there can be only
finitely many pairwise disjoint sets with measure at least 𝜀.

Banach andKuratowski proved in 1929 that the continuumhypothesis implies that there are
no Banach measures on 𝕀. We can define Banach measures on any set 𝑆 by also replacing
property (i) with the requirement that 𝜇(𝑆) = 1 and 𝜇(∅) = 0. Note that if |𝑆| = |𝑆′|, then
there is a Banach measure on 𝑆 if and only if there is one on 𝑆′. Thus, having a Banach
measure is a property of cardinals.

For larger cardinals, it may not be natural to just consider countable additivity.

Definition. A Banach measure 𝜇 is called 𝜆-additive if for all 𝛾 < 𝜆 and pairwise disjoint
families {𝐴𝛼 ∣ 𝛼 < 𝛾}, then

𝜇(⋃𝐴𝛼) = sup {∑
𝛼∈𝐹

𝜇(𝐴𝛼)
||||
𝐹 ⊆ 𝛾 finite}

Theorem. If 𝜅 is the smallest cardinal that has a Banach measure, then that measure is
𝜅-additive.
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2.2. Real-valued measurable cardinals
Definition. A cardinal 𝜅 is real-valued measurable, written RVM(𝜅), if there is a 𝜅-additive
Banach measure on 𝜅.
Proposition. Every real-valued measurable cardinal is regular.

Proof. Suppose that 𝜅 is a real-valued measurable cardinal, and that 𝐶 ⊆ 𝜅 is cofinal with
|𝐶| = 𝜆 < 𝜅. We can write

𝐶 = {𝛾𝛼 ∣ 𝛼 < 𝛾}
where 𝛾𝛼 is increasing in 𝛼. Consider

𝐶𝛼 = {𝜉 ∣ 𝛾𝛼 ≤ 𝜉 < 𝛾𝛼+1}

Then ⋃𝛼<𝛾 𝐶𝛼 = 𝜅 as 𝐶 is cofinal, and the 𝐶𝛼 are disjoint. Note that |𝐶𝛼| ≤ |𝛾𝛼+1| < 𝜅.
Writing𝐶𝛼 = ⋃𝑥∈𝐶𝛼

{𝑥}, we observe by 𝜅-additivity that𝜇(𝐶𝛼) = 0. But again by 𝜅-additivity,
𝜇(𝜅) = 0, contradicting property (i).

Proposition (the pigeonhole principle). Let 𝜅 be regular, 𝜆 < 𝜅, and 𝑓 ∶ 𝜅 → 𝜆. Then there
is some 𝛼 ∈ 𝜆 such that ||𝑓−1(𝛼)|| = 𝜅.

Proof. We have
𝜅 = ⋃

𝛼∈𝜆
𝑓−1(𝛼)

giving the result immediately by regularity of 𝜅.

Proposition. All successor cardinals are regular.

Proposition. If 𝜇 is a Banach measure on 𝑆, and 𝐶 is a family of pairwise disjoint sets of
positive 𝜇-measure, then 𝐶 is countable.

Proof. Consider the collection

𝐶𝑛 = {𝐴 ∈ 𝐶 ||| 𝜇(𝐴) >
1
𝑛}

Observe that each 𝐶𝑛 is finite, so 𝐶 = ⋃𝑛∈ℕ 𝐶𝑛 must be countable.

Lemma (Ulam). For any cardinal 𝜆, there is an Ulam matrix 𝐴𝜉
𝛼 indexed by 𝛼 < 𝜆+ and

𝜉 < 𝜆 such that

(i) for a given 𝜉, the set {𝐴𝜉
𝛼 || 𝛼 < 𝜆+} is a pairwise disjoint family; and

(ii) for a given 𝛼, we have
||||
𝜆+ ∖⋃

𝜉<𝜆
𝐴𝜉
𝛼
||||
≤ 𝜆
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Proof. For each 𝛾 < 𝜆+, fix a surjection 𝑓𝛾 ∶ 𝜆 → 𝛾 + 1. Define

𝐴𝜉
𝛼 = {𝛾 ∣ 𝑓𝛾(𝜉) = 𝛼}

It is clear that property (i) holds. For property (ii), suppose

𝛾 ∈ 𝜆+ ∖⋃
𝜉<𝜆

𝐴𝜉
𝛼

Then 𝛾 < 𝜆+ and for all 𝜉, we have 𝑓𝛾(𝜉) ≠ 𝛼. Hence

𝜆+ ∖⋃
𝜉<𝜆

𝐴𝜉
𝛼 ⊆ 𝛼

so the size of this set is at most 𝜆.

Theorem. Every real-valued measurable cardinal is weakly inaccessible.

Remark. If there is a Banach measure on [0, 1], then in particular 2ℵ0 is weakly inaccessible.

Proof. We have already shown regularity. Suppose 𝜅 is not a limit cardinal, so 𝜅 = 𝜆+. Let
(𝐴𝜉

𝛼)𝛼<𝜆+;𝜉<𝜆 be an Ulam matrix for 𝜆. By (ii),

|𝑍𝛼| ≤ 𝜆; 𝑍𝛼 = 𝜆+ ∖⋃
𝜉<𝜆

𝐴𝜉
𝛼

so by 𝜅-additivity, 𝜇(𝑍) = 0. Hence

𝜇(⋃
𝜉<𝜆

𝐴𝜉
𝛼) = 1

This is a small union of sets of measure 1, so again by 𝜅-additivity there is some 𝜉𝛼 such that
𝜇(𝐴𝜉𝛼

𝛼 ) > 0. Let 𝑓 ∶ 𝜆+ → 𝜆 be the map 𝛼 ↦ 𝜉𝛼. By the pigeonhole principle, there is some
𝜉 and a set 𝐴 ⊆ 𝜆+ with |𝐴| = 𝜆+ such that for all 𝛼 ∈ 𝐴, we have 𝜉𝛼 = 𝜉. By property (i),
the collection {𝐴𝜉

𝛼 ∣ 𝛼 ∈ 𝐴} is a collection of uncountable size 𝜆+ of pairwise disjoint sets, all
of which have positive measure, but we have already shown that such a collection must be
countable.

2.3. Measurable cardinals
Definition. A Banach measure 𝜇 is called two-valued if 𝜇 takes values in {0, 1}.
This removes anymention of the real numbers from the definition of aBanachmeasure.

Remark. Two-valued measures correspond directly to ultrafilters. Recall that 𝐹 is a filter on
𝑆 if
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(i) ∅ ∉ 𝐹, 𝑆 ∈ 𝐹;

(ii) if 𝐴 ⊆ 𝐵 then 𝐴 ∈ 𝐹 → 𝐵 ∈ 𝐹;

(iii) if 𝐴, 𝐵 ∈ 𝐹 then 𝐴 ∩ 𝐵 ∈ 𝐹.

We say that 𝐹 is an ultrafilter if 𝐴 ∈ 𝐹 or 𝑆 ∖ 𝐴 ∈ 𝐹 for all 𝐴 ⊆ 𝑆. 𝐹 is nonprincipal if for
all 𝑥 ∈ 𝑆, the singleton {𝑥} is not in 𝐹. An ultrafilter is 𝜆-complete if for all 𝛾 < 𝜆 and all
families {𝐴𝛼 ∣ 𝛼 < 𝛾} ⊆ 𝐹, we have ⋂𝛼<𝛾 𝐴𝛼 ∈ 𝐹. In this way, the collection of sets of a
two-valued Banach measure 𝜇 that are assigned measure 1 form a nonprincipal ultrafilter.
This filter is 𝜆-complete if and only if 𝜇 is 𝜆-additive.

Definition. An uncountable cardinal 𝜅 ismeasurable, writtenM(𝜅), if there is a 𝜅-complete
nonprincipal ultrafilter on 𝜅.

Remark. (i) ZFC proves that there is an ℵ0-complete nonprincipal ultrafilter on ℵ0, be-
cause ℵ0-completeness is equivalent to closure under finite intersections, which is
trivial.

(ii) A cardinal 𝜅 is called Ulam measurable if there is an ℵ1-complete nonprincipal ultra-
filter on 𝜅. With this definition, the least Ulam measurable cardinal is measurable.
So the existence of an Ulam measurable cardinal is equivalent to the existence of a
measurable cardinal.

(iii) The theories ZFC + MC and ZFC + RVMC are equiconsistent. This can be shown
analogously to inaccessible andweakly inaccessible cardinals, this timeusing a variant
of Gödel’s constructible universe.

Theorem. Every measurable cardinal is inaccessible.

Proof. We have already shown regularity in the real-valued measurable cardinal case. Let 𝜅
be measurable with ultrafilter 𝑈 . Suppose it is not a strong limit, so there is 𝜆 < 𝜅 such that
2𝜆 ≥ 𝜅. Then there is an injection 𝑓 ∶ 𝜅 → 𝐵𝜆, where 𝐵𝜆 is the set of functions 𝜆 → 2. Fix
some 𝛼 < 𝜆, then for each 𝛾 < 𝜅, either

𝑓(𝛾)(𝛼) = 0 or 𝑓(𝛾)(𝛼) = 1

Let
𝐴𝛼
0 = {𝛾 ∣ 𝑓(𝛾)(𝛼) = 0}; 𝐴𝛼

1 = {𝛾 ∣ 𝑓(𝛾)(𝛼) = 1}

These two sets are disjoint and have union 𝜅. So there is exactly one number 𝑏 ∈ {0, 1} such
that 𝐴𝛼

𝑏 ∈ 𝑈 . Define 𝑐 ∈ 𝐵𝜆 by 𝑐(𝛼) = 𝑏. Then

𝑋𝛼 = 𝐴𝛼
𝑐(𝛼) ∈ 𝑈

This is a collection of 𝜆-many sets that are all in 𝑈 , so by 𝜅-completeness, their intersection
⋂𝛼<𝜆 𝑋𝛼 also lies in 𝑈 . Suppose 𝛾 ∈ ⋂𝛼<𝜆 𝑋𝛼, so for all 𝛼 < 𝜆, we have 𝛾 ∈ 𝐴𝛼

𝑐(𝛼). Equival-
ently, for all 𝛼 < 𝜆, we have 𝑓(𝛾)(𝛼) = 𝑐(𝛼). So 𝛾 lies in this intersection if and only if 𝑓(𝛾)
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is precisely the function 𝑐. Hence

⋂
𝛼<𝜆

𝑋𝛼 ⊆ {𝑓−1(𝑐)}

So this intersection has either zero or one element, and in particular, it is not in the ultrafilter,
giving a contradiction.

Nonprincipal ultrafilters on 𝜅 are not 𝜅+-complete, because 𝜅 itself is a union of 𝜅-many
singletons. Principal ultrafilters are complete for any cardinal. However, we can emulate
completeness for nonprincipal ultrafilters at the cardinal 𝜅+ using the following method. If
(𝐴𝛼)𝛼≤𝜅 is a sequence of subsets of 𝜅, its diagonal intersection is

Δ
𝛼≤𝜅

𝐴𝛼 = {𝜉 ∈ 𝜅
||||
𝜉 ∈ ⋂

𝛼<𝜉
𝐴𝛼}

A filter on 𝜅 is called normal if it is closed under diagonal intersections.
Theorem. If 𝜅 is measurable, then there is a 𝜅-complete normal nonprincipal ultrafilter on
𝜅.
The proof will be given later, and is also on an example sheet.

2.4. Weakly compact cardinals
Let [𝑋]𝑛 be the set of 𝑛-element subsets of 𝑋 . A 2-colouring of ℕ is a map 𝑐 ∶ [ℕ]2 →
{red, blue}. Ramsey’s theorem states that for each 2-colouring 𝑐, there is an infinite subset
𝑋 ⊆ ℕ such that 𝑐|[𝑋]2 ismonochromatic (or homogeneous): each 2-element subset is given
the same colour under 𝑐.
This property is invariant under bijection, so this is really a property of the cardinal ℵ0. In
Erdős’ arrow notation, we write

𝜅 → (𝜆)𝑛𝑚
if for every colouring 𝑐 ∶ [𝜅]𝑛 → 𝑚, there is a monochromatic subset 𝑋 ⊆ 𝜅 of size 𝜆:

|𝑐[[𝑋]𝑛]| = 1

In this notation, Ramsey’s theorem becomes the statement

ℵ0 → (ℵ0)22
We can now make the following definition.

Definition. An uncountable cardinal 𝜅 is called weakly compact, written W(𝜅), if 𝜅 → (𝜅)22.
The name will be explained later.

Theorem (Erdős). Every weakly compact cardinal is inaccessible.
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Proof. Suppose 𝜅 is weakly compact but not regular. Then 𝜅 = ⋃𝛼<𝜆 𝑋𝛼 for 𝛼 < 𝜅 and
disjoint sets 𝑋𝛼 with |𝑋𝛼| < 𝜅. We define a colouring 𝑐 as follows. A pair {𝛾, 𝛿} is red if 𝛾, 𝛿
lie in the same𝑋𝛼, and blue if they are in different𝑋𝛼. Let𝐻 ⊆ 𝜅 be amonochromatic subset
of size 𝜅 for 𝑐. If 𝐻 is red, then one of the 𝑋𝛼 is large, which is a contradiction. But if 𝐻 is
blue, then 𝜆must be large, which also gives a contradiction.
Suppose that 𝜅 is not a strong limit, so 2𝜆 ≥ 𝜅 for 𝜆 < 𝜅. Let 𝐵𝜆 be the set of functions 𝜆 → 2,
and give it the lexicographic order: we say that 𝑓 < 𝑔 if 𝑓(𝛼) < 𝑔(𝛼) at the first position 𝛼 at
which 𝑓 and 𝑔 disagree. For this proof, we will use the combinatorial fact that this ordered
structure (𝐵𝜆, ≤lex) is a totally ordered set with no increasing or decreasing chains of length
𝜅 > 𝜆. The proof is on an example sheet.
If 2𝜆 ≥ 𝜅, there is a family of pairwise distinct elements (𝑓𝛼)𝛼<𝜅 of 𝐵𝜆 of length 𝜅. Define a
colouring 𝑐 of 𝜅 as follows. A pair 𝛼, 𝛽 is red if the truth value of 𝛼 < 𝛽 is the same as the
truth value of 𝑓𝛼 ≤lex 𝑓𝛽. A pair is blue otherwise. Let𝐻 be a monochromatic set for 𝑐. If𝐻
is red, then 𝑓𝛼 forms a≤lex-increasing sequence of length 𝜅. If𝐻 is blue, then 𝑓𝛼 forms a≤lex-
decreasing sequence of length 𝜅. Both results contradict the combinatorial result above.

Theorem. Every measurable cardinal is weakly compact.

Proof. Let 𝑓 ∶ [𝜅]2 → 2 be a colouring of a measurable cardinal 𝜅. Let

𝑋𝛼
0 = {𝛽 ∣ 𝑓({𝛼, 𝛽}) = 0}; 𝑋𝛼

1 = {𝛽 ∣ 𝑓({𝛼, 𝛽}) = 1}

For a given 𝛼, these are disjoint, and 𝑋𝛼
0 ∪ 𝑋𝛼

1 = 𝜅 ∖ {𝛼}, so precisely one of them lies in the
ultrafilter 𝑈 . Define 𝑐 ∶ 𝜅 → 2 be such that 𝑋𝛼

𝑐(𝛼) ∈ 𝑈 . Now, let

𝑋0 = {𝛼 ∣ 𝑐(𝛼) = 0}; 𝑋1 = {𝛼 ∣ 𝑐(𝛼) = 1}

Precisely one of these two sets lies in 𝑈 .
We claim that if 𝑋𝑖 ∈ 𝑈 , then there is a monochromatic set 𝐻 for colour 𝑖 with |𝐻| = 𝜅.
Without loss of generality, we may assume 𝑖 = 0. Define

𝑍𝛼 = {𝑋
𝛼
0 if 𝑐(𝛼) = 0

𝜅 if 𝑐(𝛼) = 1

Each of the 𝑍𝛼 lie in the ultrafilter𝑈 . As wemay assume𝑈 is normal, the diagonal intersec-
tion of the 𝑍𝛼 also lies in 𝑈 . So we can define

𝐻 = 𝑋0 ∩ Δ
𝛼≤𝜅

𝑍𝛼 ∈ 𝑈

and |𝐻| = 𝜅. Let 𝛾 < 𝛿 with 𝛾, 𝛿 ∈ 𝐻. Then 𝛾, 𝛿 ∈ 𝑋0, so 𝑐(𝛾) = 0 = 𝑐(𝛿). Hence 𝑍𝛾 = 𝑋𝛾
0

and 𝑍𝛿 = 𝑋𝛿
0 . In particular,

𝛿 ∈ Δ
𝛼≤𝜅

𝑍𝛼 ⊆ ⋂
𝜉<𝛿

𝑍𝜉 ⊆ 𝑍𝛾 = 𝑋𝛾
0

Hence 𝑓({𝛾, 𝛿}) = 0.
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VI. Large Cardinals

The large cardinal axioms discussed so far fall into a linear hierarchy of consistency strength.
This is known as the linearity phenomenon.

2.5. Strongly compact cardinals
The compactness theorem for first-order logic says that for any first-order language 𝐿𝑆 and
set of axioms Φ ⊆ 𝐿𝑆,

Φ is satisfiable↔ (∀Φ0 ⊆ Φ. |Φ0| < ℵ0 → Φ0 is satisfiable)

This result cannotwork for languageswith infinitary conjunctions and disjunctions. Indeed,
if we write

𝜑𝐹 ≡⋁
𝑖∈ℕ

𝜑=𝑛; 𝜑=𝑛 ≡ there are precisely 𝑛 elements; 𝜑≥𝑛 ≡ there are at least 𝑛 elements

then
{𝜑≥𝑛 ∣ 𝑛 ∈ ℕ} ∪ {𝜑𝐹}

is finitely satisfiable but not satisfiable.

Definition. An ℒ𝜅𝜅-language is defined by

• a set of variables;

• a set 𝑆 of function, relation, and constant symbols of finite arity;
• the logical symbols ∧, ∨, ¬, ∃, ∀; and
• the infinitary logical symbols⋀𝛼<𝜆,⋁𝛼<𝜆, ∃𝜆, ∀𝜆 for 𝜆 < 𝜅.

We define the new syntactic rules as follows. If 𝜑𝛼 are 𝐿𝑆-formulas for 𝛼 < 𝜆, then so are
⋀𝛼<𝜆 𝜑𝛼 and ⋁𝛼<𝜆 𝜑𝛼. If v is a sequence of variables of length 𝜆 and 𝜑 is an 𝐿𝑆-formula,
then ∃𝜆v. 𝜑 and ∀𝜆v. 𝜑 are 𝐿𝑆-formulas.
We say that𝑀 is a model of⋁𝛼<𝜆 𝜑𝛼 if𝑀 ⊨ 𝜑𝛼 for all 𝛼 < 𝜆. Similarly,𝑀 models ∃𝜆v. 𝜑 if
there is a function 𝑎 ∶ 𝜆 → 𝑀 such that

𝑀 ⊨ 𝜑[𝑎(0)𝑎(1)…𝑎(𝜉)…
𝑣0𝑣1…𝑣𝜉…

]

Definition. An ℒ𝜅𝜅-language 𝐿𝑆 satisfies compactness if for all Φ ⊆ 𝐿𝑆,

Φ is satisfiable↔ (∀Φ0 ⊆ Φ. |Φ0| < 𝜅 → Φ0 is satisfiable)

Note that if 𝜅 = 𝜔, we recover the standard notion of a first-order language, so all ℒ𝜔𝜔-
languages satisfy compactness.

Definition. An uncountable cardinal 𝜅 is called strongly compact, denoted SC(𝜅), if every
ℒ𝜅𝜅-language satisfies compactness.
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Theorem (Keisler–Tarski theorem). Suppose 𝜅 is a strongly compact cardinal. Then every
𝜅-complete filter on 𝜅 can be extended to a 𝜅-complete ultrafilter.

Proof. We define a language 𝐿 extending the usual language of set theory by creating a con-
stant symbol 𝑐𝐴 for each 𝐴 ⊆ 𝜅, giving 2𝜅-many symbols. Now let 𝐿⋆ be 𝐿 with an extra
constant symbol 𝑐. Let

𝑀 = (𝒫(𝜅), ∈, {𝐴 ∣ 𝐴 ⊆ 𝜅})
so 𝑐𝐴 is interpreted by 𝐴. Let Φ = Th𝐿(𝑀) be the 𝐿-theory of𝑀. In particular,

𝑀 ⊨ ∀𝑥. 𝑥 ∈ 𝑐𝐴 → 𝑥 is an ordinal

and
𝑀 ⊨ ∀𝑥. 𝑥 is an ordinal→ 𝑥 ∈ 𝑐𝐴 ∨ 𝑥 ∈ 𝑐𝜅∖𝐴

Now let
Φ⋆ = Φ ∪ {𝑐 ∈ 𝑐𝐴 ∣ 𝐴 ∈ 𝐹}

This is a subset of 𝐿⋆. We show that Φ⋆ is 𝜅-satisfiable. If (𝐴𝛼)𝛼<𝜆 are subsets of 𝜅 such that
𝑐 ∈ 𝑐𝐴𝛼 occurs in a 𝜅-small subset of Φ⋆, then any element 𝜂 ∈ ⋂𝛼<𝜆 𝐴𝛼 can be chosen as
the interpretation of 𝑐. As 𝐹 is 𝜅-complete, this intersection lies in 𝐹 and so is nonempty as
required.

Hence, by strong compactness of 𝜅, the theory Φ⋆ is satisfiable. Let 𝑀 be a model of Φ⋆.
Define

𝑈 = {𝐴 ∣ 𝑀 ⊨ 𝑐 ∈ 𝑐𝐴}
We claim that this is a 𝜅-complete ultrafilter extending 𝐹. The fact that 𝑈 extends 𝐹 holds
by construction of Φ⋆. It is an ultrafilter because 𝑀 believes that 𝑐 ∈ 𝑐𝐴 or 𝑐 ∈ 𝑐𝜅∖𝐴. It is
𝜅-complete because if {𝐴𝛼 ∣ 𝛼 < 𝜆} ⊆ 𝑈 , let 𝐴 = ⋂𝛼<𝜆 𝐴𝛼, then

𝑀 ⊨ ∀𝑥. (𝑥 ∈ 𝑐𝐴 ↔ ⋀
𝛼<𝜆

𝑥 ∈ 𝑐𝐴𝛼)

As this holds in particular for 𝑐, we obtain 𝐴 ∈ 𝑈 .

Corollary. Every strongly compact cardinal is measurable.

Proof. Let
𝐹 = {𝐴 ⊆ 𝜅 ∣ |𝜅 ∖ 𝐴| < 𝜅}

In the case 𝜅 = 𝜔, this is known as the Fréchet filter. This is a 𝜅-complete filter on 𝜅. If 𝑈
extends 𝐹 then𝑈must be nonprincipal, so by the Keisler–Tarski theorem, 𝐹 can be extended
to a 𝜅-complete nonprincipal ultrafilter on 𝜅 as required.
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3. Reflection
3.1. The Keisler extension property
Definition. A cardinal 𝜅 has the Keisler extension property, written KEP(𝜅), if there is 𝜅 ∈
𝑋 ⊋ V𝜅 transitive such that V𝜅 ⪯ 𝑋 .

Proposition. If 𝜅 is inaccessible and satisfies the Keisler extension property, there is an
inaccessible cardinal 𝜆 < 𝜅.

Proof. Fix 𝑋 as in the Keisler extension property. As 𝜅 is inaccessible, 𝑋 ⊨ I(𝜅) because
𝜅 ∈ 𝑋 and inaccessibility is downwards absolute for transitive models. Also, V𝜅 ⊨ ZFC, so
𝑋 ⊨ ZFC as it is an elementary superstructure. Therefore, 𝑋 ⊨ ZFC+ IC, so V𝜅 ⊨ ZFC+ IC.
So as inaccessibility is absolute between V𝜅 and V, there is an inaccessible 𝜆 < 𝜅.

The phenomenon that properties of 𝑋 occur below 𝜅 is called reflection. This argument can
be improved in the following sense. For a given 𝛼 < 𝜅,

𝑋 ⊨ ∃𝜆 > 𝛼. I(𝜆)

But as 𝛼 ∈ V𝜅, elementarity gives

V𝜅 ⊨ ∃𝜆 > 𝛼. I(𝜆)

So the set
{𝜆 < 𝜅 ∣ I(𝜆)}

is not only nonempty, but cofinal in 𝜅.

Corollary. Let A be the axiom
∃𝜅. I(𝜅) ∧ KEP(𝜅)

Then
ZFC + IC <Con ZFC + A

Proof. It suffices to show that ZFC+A ⊨ Con(ZFC+ IC). We have seen that ZFC+A proves
the existence of (at least) two inaccesible cardinals below 𝜅, and in particular the larger of
the two is a model of ZFC + IC.

Remark. This is the main technique for proving strict inequalities of consistency strength.
Given two large cardinal properties Φ,Ψwith the appropriate amount of absoluteness prop-
erties, we show that ZFC + Φ(𝜅) proves that the set

{𝜆 < 𝜅 ∣ Ψ(𝜆)}

is cofinal in 𝜅. Then ZFC + ΦC ⊨ Con(ZFC + ΨC).
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3. Reflection

Example. Consider the proof that every inaccessible cardinal has a worldly cardinal below
it. In the construction, we produce a sequence of ordinals (𝛼𝑖)𝑖∈𝜔, and the worldly cardinal
is sup𝛼𝑖. But we can set 𝛼0 = 𝜆+1 for a given worldly cardinal 𝜆 < 𝜅, so this gives a cofinal
sequence of worldly cardinals below every given inaccessible.

Theorem. Every strongly compact cardinal has the Keisler extension property.

Proof. We want to use the method of (elementary) diagrams to produce a model with V𝜅 as
a substructure. However, we have no way to control whether such a model is well-founded
using standard first-order model-theoretic techniques. To bypass this issue, we will use in-
finitary operators.

Let 𝑐𝑥 be a constant symbol for each 𝑥 ∈ V𝜅, and let 𝐿 be the language with ∈ and the 𝑐𝑥.
Let

𝒱 = (V𝜅, ∈, {𝑥 ∣ 𝑥 ∈ V𝜅})

In first-order logic, Th(𝑋) is the elementary diagram of V𝜅, so if𝑀 ⊨ Th(𝑋), then V𝜅 ⊆ 𝑀.
Let 𝐿𝜅 be the ℒ𝜅𝜅-language with the same symbols. Consider

𝜓 ≡ ∀𝜔v. ⋁
𝑖∈𝜔

𝑣𝑖+1 ∉ 𝑣𝑖

This expresses well-foundedness (assuming AC). Writing Φ = Th𝐿𝜅(𝒱) for the 𝐿𝜅-theory of
𝒱, we must have 𝜓 ∈ Φ since V𝜅 is well-founded. Thus, if𝑀 ⊨ Φ, then𝑀 is a well-founded
model containing V𝜅. By taking the Mostowski collapse, we may also assume that any such
𝑀 is transitive.

Extend 𝐿𝜅 to 𝐿+𝜅 with one extra constant 𝑐, and let

Φ+ = Φ ∪ {𝑐 is an ordinal} ∪ {𝑐 ≠ 𝑐𝑥 ∣ 𝑥 ∈ V𝜅}

Any model of Φ+ induces a transitive elementary superstructure of V𝜅 that contains an or-
dinal at least 𝜅, so by transitivity, 𝜅 is in this model.
We show that Φ+ is satisfiable by showing that it is 𝜅-satisfiable, using the fact that 𝜅 is
strongly compact. Let Φ0 ⊆ Φ+ be a subset of size less than 𝜅. Then we can interpret 𝑐 as
some ordinal 𝛼 greater than all ordinals 𝛽 occurring in the sentences 𝑐 ≠ 𝑐𝛽 in Φ+. Then 𝒱,
together with this interpretation of 𝑐, is a model of Φ0.

Corollary.
ZFC + IC <Con ZFC + SCC

The proof above only used languages with at most 𝜅-many symbols. LetWC(𝜅) be the axiom
that every ℒ𝜅𝜅-language with at most 𝜅-many symbols satisfies 𝜅-compactness. Then we
have shown that WC(𝜅) implies the Keisler extension property. One can show that

W(𝜅) ↔ WC(𝜅)
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So the cardinals 𝜅 that satisfy WC(𝜅) are precisely the weakly compact cardinals. In partic-
ular,

ZFC + IC <Con ZFC + WCC
Note that in the proof that strongly compact cardinals are measurable, we used a language
with 2𝜅-many symbols.

3.2. Ultrapowers of the universe
In order to avoid proper classes, we will consider ultrapowers of particular set universes.
Later, we will briefly explain how all of this could have been done in a proper class universe
such as V. For convenience, we will assume that 𝜅 < 𝜆 where 𝜅 is measurable and 𝜆 is
inaccessible, so V𝜆 ⊨ ZFC + MC. We will take the ultrapower of V𝜆.

Let 𝑈 be a 𝜅-complete nonprincipal ultrafilter on 𝜅, and form the ultrapower of V𝜆, consist-
ing of equivalence classes of functions 𝑓 ∶ 𝜅 → V𝜆 where 𝑓 ∼ 𝑔 when {𝛼 ∣ 𝑓(𝛼) = 𝑔(𝛼)} ∈
𝑈 .

V𝜆𝜅⟋𝑈 = {[𝑓] ∣ 𝑓 ∶ 𝜅 → V𝜆}
The membership relation on the ultrapower is given by

[𝑓] 𝐸 [𝑔] ↔ {𝛼 ∣ 𝑓(𝛼) ∈ 𝑔(𝛼)} ∈ 𝑈

Wehave an embedding ℓ fromV𝜆 into the ultrapower bymapping 𝑥 ∈ V𝜆 to the equivalence
class of its constant function 𝑐𝑥 ∶ 𝜅 → V𝜆. This is an elementary embedding by Łoś’ theorem.
Hence

(V𝜆, ∈) ≡ (V𝜆
𝜅
⟋𝑈)

so they both model ZFC + MC, and in particular, [𝑐𝜅] is a measurable cardinal.

Remark. (i) Suppose V𝜆
𝜅
⟋𝑈 ⊨ [𝑓] is an ordinal. By Łoś’ theorem,

𝑋 = {𝛼 ∣ 𝑓(𝛼) is an ordinal} ∈ 𝑈

We can define

𝑓′(𝛼) = {𝑓(𝛼) if 𝛼 ∈ 𝑋
0 otherwise

Note that 𝑓 ∼ 𝑓′, so [𝑓] = [𝑓′]. So without loss of generality, we can assume 𝑓 is a
function into Ord ∩ 𝜆 = 𝜆, so 𝑓 ∶ 𝜅 → 𝜆. Since 𝜆 is inaccessible, 𝑓 cannot be cofinal,
so there is 𝛾 < 𝜆 such that 𝑓 ∶ 𝜅 → 𝛾. Note also that, for example, we can define 𝑓 + 1
by

(𝑓 + 1)(𝛼) = 𝑓(𝛼) + 1
so

{𝛼 ∣ (𝑓 + 1)(𝛼) is the successor of 𝑓(𝛼)} = 𝜅 ∈ 𝑈
hence by Łoś’ theorem, [𝑓 + 1] is the successor of [𝑓].
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(ii) If 𝑓 ∶ 𝜅 → V𝜆 is arbitrary, the set

{rank𝑓(𝛼) ∣ 𝛼 ∈ 𝜅}

cannot be cofinal in 𝜆, so there is 𝛾 < 𝜆 such that 𝑓 ∈ V𝛾. However, the union of the
equivalence class [𝑓] is unbounded in V𝜆.

(iii) Given 𝑓, by (ii) we may assume 𝑓 ∈ V𝛾 for some 𝛾 < 𝜆. If [𝑔] 𝐸 [𝑓], then

𝑋 = {𝛼 ∣ 𝑔(𝛼) ∈ 𝑓(𝛼)} ∈ 𝑈

Now we can define

𝑔′(𝛼) = {𝑔(𝛼) if 𝛼 ∈ 𝑋
0 otherwise

Then 𝑔 ∼ 𝑔′ so [𝑔] = [𝑔′], and 𝑔′ ∈ V𝛾. Therefore,

|{[𝑔] ∣ [𝑔] 𝐸 [𝑓]}| ≤ ||V𝛾|| < 𝜆

Lemma. V𝜆
𝜅
⟋𝑈 is 𝐸-well-founded.

Proof. Suppose not, so let {[𝑓𝑛] ∣ 𝑛 ∈ ℕ} be a strictly decreasing sequence, so

[𝑓𝑛+1] 𝐸 [𝑓𝑛]

By definition,
𝑋𝑛 = {𝛼 ∣ 𝑓𝑛+1(𝛼) ∈ 𝑓𝑛(𝛼)} ∈ 𝑈

But as 𝑈 is 𝜅-complete,
⋂
𝑛∈ℕ

𝑋𝑛 ∈ 𝑈

In particular, there must be an element 𝛼 ∈ ⋂𝑛∈ℕ 𝑋𝑛. Hence, 𝑓𝑛(𝛼) is an ∈-decreasing
sequence in V𝜆, which is a contradiction.

Note that we only used ℵ1-completeness of 𝑈 .
We can take the Mostowski collapse to produce a transitive set𝑀 such that

𝜋 ∶ (V𝜆
𝜅
⟋𝑈,𝐸) ≅ (𝑀,∈)

Combining ℓ and 𝜋, we obtain

𝑗 = 𝜋 ∘ ℓ ∶ (V𝜆, ∈) → (𝑀,∈)

given by
𝑗(𝑥) = 𝜋(ℓ(𝑥)) = 𝜋([𝑐𝑥])

For convenience, will write (𝑓) to abbreviate 𝜋([𝑓]), so 𝑗(𝑥) = (𝑐𝑥).
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Lemma. 𝑀 ⊆ V𝜆.

Proof. Note that because 𝜆 is inaccessible, V𝜆 = H𝜆, where

H𝜆 = {𝑥 ∣ |tcl(𝑥)| < 𝜆}

Since𝑀 is transitive, if |𝑥| < 𝜆 for each 𝑥 ∈ 𝑀, then𝑀 ⊆ H𝜆. But remark (iii) above shows
precisely what is required.

Lemma. Ord ∩𝑀 = 𝜆.

Proof. Under the elementary embedding 𝑗, ordinals in V𝜆 are mapped to ordinals in𝑀. So
𝑗 restricts to an order-preserving embedding from 𝜆 into a subset of 𝜆. Thus this embedding
is unbounded, and therefore by transitivity, Ord ∩𝑀 = 𝜆.

Lemma. 𝑗|V𝜅 = id, so in particular, V𝜅 ⊆ 𝑀.

Proof. We show this by ∈-induction on V𝜅. Suppose that 𝑥 ∈ V𝜅 is such that for all 𝑦 ∈ 𝑥,
𝑗(𝑦) = 𝑦. For any 𝑦 ∈ 𝑥, by elementarity, 𝑗(𝑦) ∈ 𝑗(𝑥), but 𝑗(𝑦) = 𝑦 so 𝑦 ∈ 𝑗(𝑥) as required.
For the converse, suppose 𝑦 ∈ 𝑗(𝑥). Then define 𝑓 such that 𝑦 = (𝑓), so (𝑓) ∈ (𝑐𝑥). Hence

𝑋 = {𝛼 ∣ 𝑓(𝛼) ∈ 𝑐𝑥(𝛼)} = {𝛼 ∣ 𝑓(𝛼) ∈ 𝑥} ∈ 𝑈

But
{𝛼 ∣ 𝑓(𝛼) ∈ 𝑥} = ⋃

𝑧∈𝑥
{𝛼 ∣ 𝑓(𝛼) = 𝑧}

This is a union of |𝑥|-many sets. By 𝜅-completeness, there must be some 𝑧 ∈ 𝑥 such that

{𝛼 ∣ 𝑓(𝛼) = 𝑧} ∈ 𝑈

Hence 𝑓 ∼ 𝑐𝑧. Therefore, (𝑓) = 𝑗(𝑧), and by the inductive hypothesis, 𝑗(𝑧) = 𝑧. Hence
𝑦 ∈ 𝑥.

Lemma. 𝑗 ≠ id, as 𝑗(𝜅) > 𝜅.

Proof. We know that 𝑗(𝜅) = (𝑐𝜅). By the previous lemma, for each 𝛼 < 𝜅, 𝑗(𝛼) = (𝑐𝛼) = 𝛼.
Consider the identity map id𝜅 ∶ 𝜅 → 𝜅. We have

(𝑐𝛼) < (id𝜅) ↔ {𝛾 ∣ 𝑐𝛼(𝛾) < id𝜅(𝛾)} ∈ 𝑈
↔ {𝛾 ∣ 𝛼 < 𝛾} ∈ 𝑈

But by a size argument, {𝛾 ∣ 𝛾 ≤ 𝛼} ∉ 𝑈 as 𝑈 is nonprincipal, so we must have 𝛼 < (id).
Also,

(id𝜅) < (𝑐𝜅) ↔ {𝛾 ∣ id𝜅(𝛾) < 𝑐𝜅(𝛾)} ∈ 𝑈
↔ {𝛾 ∣ 𝛾 < 𝜅} ∈ 𝑈
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This is certainly in 𝑈 . So for all 𝛼 < 𝜅,

𝛼 < (id𝜅) < 𝑗(𝜅)

giving
𝜅 ≤ (id𝜅) < 𝑗(𝜅)

as required.

Remark. (i) This implies that 𝑗|V𝜅+1 ≠ id, so the identity result above cannot be strengthened.

(ii) This also shows that many of the elements of𝑀 arise from non-constant functions.

(iii) The set
{𝑗(𝑥) ∣ 𝑥 ∈ V𝜆}

is isomorphic to V𝜆. Therefore, there is a (non-transitive) copy of V𝜆 that sits strictly
inside𝑀.

(iv) Let 𝑓 ∶ 𝜅 → 𝜅 be a function such that for all 𝛾 < 𝜅, id𝜅(𝛾) < 𝑓(𝛾). Then (id𝜅) < (𝑓).
For example, the functions 𝑓2(𝛾) = 𝛾 ⋅ 2 and 𝑓3(𝛾) = 𝛾 ⋅ 3 satisfy (id𝜅) < (𝑓2) < (𝑓3).

(v) At the moment, we do not know whether (id𝜅) = 𝜅. Consider

𝑓(𝛾) = {𝛾 − 1 if 𝛾 is a successor
𝛾 if 𝛾 is a limit

Then
(𝑓) < (id𝜅) ↔ {𝛼 ∣ 𝛼 is a limit} ∉ 𝑈

We will discuss this in more detail later.

3.3. Properties above the critical point
Definition. Let 𝑗 ∶ V𝜆 → 𝑀 be an elementary embedding such that𝑀 ⊆ V𝜆 is transitive.
An ordinal 𝜇 is called the critical point of 𝑗, written crit(𝑗), if 𝑗 ≠ id and 𝜇 is the least ordinal
𝛼. such that 𝑗(𝛼) > 𝛼.
Note that if 𝑗 ≠ id, it moves the rank of some set, somoves some ordinal. Therefore, if 𝑗 ≠ id,
it has a critical point.

In this terminology, the critical point of the embedding 𝑗 above is 𝜅.
Remark. (i) 𝑀 is closed under finite intersections: if 𝐴, 𝐵 ∈ 𝑀, then 𝐴 ∩ 𝐵 ∈ 𝑀.

(ii) V𝜅 ∈ 𝑀. To show this, we claim that the set

𝑊 = {𝑦 ∈ 𝑀 ∣ 𝑀 ⊨ rank 𝑦 < 𝜅}

is equal to V𝜅. Then, since𝑀 models ZFC, the set𝑊 is V𝑀
𝜅 , so𝑊 ∈ 𝑀.
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If 𝑥 ∈ V𝜅, then rank𝑥 = 𝛼 < 𝜅, so 𝑗(𝑥) = 𝑥. By elementarity, rank𝑥 = rank 𝑗(𝑥) =
𝑗(𝛼) = 𝛼 as required. Conversely, suppose that 𝑀 ⊨ rank 𝑦 = 𝛾 for 𝛾 < 𝜅. There is
𝑓 such that 𝑦 = (𝑓), and without loss of generality we can take 𝑓 ∶ 𝜅 → V𝛾+1. But
||V𝛾+1|| < 𝜅, and so by the argument in the lemma proving 𝑗|V𝜅 = id, there is some
𝑥 ∈ V𝛾+1 such that {𝛼 ∣ 𝑓(𝛼) = 𝑥} ∈ 𝑈 . Hence 𝑓 ∼ 𝑐𝑥, and so 𝑦 = 𝑗(𝑥) = 𝑥.

Lemma. V𝜅+1 ⊆ 𝑀.

Note that 𝑗|V𝜅+1 ≠ id.

Proof. Let 𝐴 ∈ V𝜅+1, so 𝐴 ⊆ V𝜅. We claim that 𝐴 = 𝑗(𝐴) ∩ V𝜅. Then, by the two remarks
above, this implies 𝐴 ∈ 𝑀.

Suppose 𝑥 ∈ 𝐴 ⊆ V𝜅. By elementarity, 𝑗(𝑥) ∈ 𝑗(𝐴), but 𝑥 = 𝑗(𝑥), so 𝑥 ∈ 𝑗(𝐴). Conversely,
suppose 𝑥 ∈ 𝑗(𝐴) ∩ V𝜅. Then 𝑥 = 𝑗(𝑥), so 𝑗(𝑥) ∈ 𝑗(𝐴). So by elementarity in the other
direction, 𝑥 ∈ 𝐴.

Lemma. V𝜆 ⊨ |𝑗(𝜅)| ≤ 2𝜅.

Proof. Recall that if 𝑓 ∈ V𝛾 then |(𝑓)| ≤ ||V𝛾||. So if (𝑓) ∈ 𝑗(𝜅) = (𝑐𝜅), we can assume
𝑓 ∶ 𝜅 → 𝜅, and there are only 2𝜅-many such functions.

In particular, V𝜆 believes that 𝑗(𝜅) is not a strong limit cardinal. Hence,
Lemma. 𝑀 ≠ V𝜆.

Proof. 𝑀 believes that 𝑗(𝜅) is measurable, so in particular it believes 𝑗(𝜅) is a strong limit.
Hence𝑀 ≠ V𝜆.

There is a strengthening of this result which exhibits a witness to 𝑀 ⊊ V𝜆, discussed on
the example sheets. Namely, we can show that 𝑈 ∉ 𝑀. In order to show this, we prove
that for arbitrary transitive 𝑁 ⊆ V𝜆 with 𝑈 ∈ 𝑁, we have 𝑁 ⊨ |𝑗(𝜅)| ≤ 2𝜅. In particular,
V𝜅+2 ⊈ 𝑀.

Note that 𝑀 might still believe that 𝜅 is measurable, even though 𝑈 ∉ 𝑀. There could be
some other 𝑈 ′ ∈ 𝑉𝜅+2 which is 𝜅-complete and nonprincipal.
Recall that the Keisler extension property for a transitivemodel 𝑋 is the statement that there
is 𝜅 ∈ 𝑋 such that V𝜅 ⪯ 𝑋 . Properties of 𝑋 reflect down into V𝜅: if 𝛼 ∈ OrdV𝜅 and Φ is a
property such that 𝑋 ⊨ Φ(𝜅), then

𝑋 ⊨ ∃𝜇. 𝛼 < 𝜇 ∧ Φ(𝜇)

so
V𝜅 ⊨ ∃𝜇. 𝛼 < 𝜇 ∧ Φ(𝜇)

hence
𝐶Φ = {𝛾 < 𝜅 ∣ Φ(𝛾)} ⊆ 𝜅
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is cofinal in 𝜅. Now, if Φ is any property such that𝑀 ⊨ Φ(𝜅), then for any 𝛼 < 𝜅,

𝑀 ⊨ ∃𝜇. 𝑗(𝛼) < 𝜇 < 𝑗(𝜅) ∧ Φ(𝜇)

By elementarity,
V𝜆 ⊨ ∃𝜇. 𝛼 < 𝜇 < 𝜅 ∧ Φ(𝜇)

Note that 𝛼 = 𝑗(𝛼). So
𝐶Φ = {𝛾 < 𝜅 ∣ Φ(𝛾)}

is cofinal in 𝜅.
Example. (i) Let Φ(𝜅) = I(𝜅) be the statement that 𝜅 is inaccessible. By absoluteness,

𝑀 ⊨ I(𝜅), so
𝐶I = {𝛾 < 𝜅 ∣ I(𝛾)}

is cofinal. So if 𝜅 is measurable, it is the 𝜅th inaccessible cardinal.
(ii) Let Φ(𝜅) = W(𝜅) be the statement that 𝜅 is weakly compact. We show that𝑀 ⊨ W(𝜅).

Let 𝑐 ∶ [𝜅]2 → 2 be a colouring in 𝑀; we find 𝐻 ∈ [𝜅]𝜅 in 𝑀 that is monochromatic
for 𝑐. By the fact that V𝜆 ⊨ W(𝜅), we obtain𝐻 as above in V𝜆. But this𝐻 is a subset of
𝜅, so is an element of V𝜅+1 ⊆ 𝑀 as required. By the reflection argument,

𝐶W = {𝛾 < 𝜅 ∣ W(𝛾)}

is cofinal in 𝜅. So the least weakly compact cardinal is not measurable.
Definition. A property Φ is called 𝛽-stable if for all transitive models 𝑀 and all 𝜅, if Φ(𝜅)
holds and V𝜅+𝛽 ⊆ 𝑀 then𝑀 ⊨ Φ(𝜅).
Remark. (i) Weak compactness is 1-stable, and 1-stable properties of measurable cardin-

als reflect at a measurable cardinal.

(ii) Measurability is 2-stable, because the property Ξ of being a 𝜅-complete nonprincipal
ultrafilter is absolute, but the existence of the ultrafilter requires two power set opera-
tions:

M(𝜅) ↔ ∃𝑈 ∈ V𝜅+2. Ξ(𝑈)

Example. Suppose that 𝑀 ⊨ M(𝜅). Then by the same reflection argument, the set 𝐶M is
cofinal in 𝜅, so 𝜅 is the 𝜅th measurable cardinal, and so is not the least.
Definition. A cardinal 𝜅 is called surviving, written Surv(𝜅), if there is 𝜆 > 𝜅 inaccessible, a
𝜅-complete nonprincipal ultrafilter on 𝜅, a transitive model𝑀 such that𝑀 ≅ V𝜆𝜅⟋𝑈 and 𝑗
is the elementary embedding derived from 𝑈 , where𝑀 ⊨ M(𝜅).
By the example above, if 𝜅 is the first surviving cardinal, it is the 𝜅th measurable. Under
sufficient consistency assumptions, we have the following.

Corollary. MC <Con SurvC.
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Proof. Let 𝜅 be a surviving cardinal. By the previous results, we can find 𝜆0 < 𝜆1 < 𝜅 such
that 𝜆0, 𝜆1 are bothmeasurable. Then 𝜆1 is inaccessible, so V𝜆1 ⊨ ZFC+M(𝜆0) by 2-stability
of measurability and the fact that V𝜆0+2 ⊆ V𝜆1 .

3.4. The fundamental theorem onmeasurable cardinals
Theorem. Suppose 𝜆 is inaccessible and 𝜅 < 𝜆. Then the following are equivalent.
(i) 𝜅 is measurable.
(ii) There is a transitive model 𝑀 of ZFC with V𝜅+1 ⊆ 𝑀 and an elementary embedding

𝑗 ∶ V𝜆 → 𝑀 such that 𝑗 ≠ id and 𝜅 = crit(𝑗).

Proof. We have already shown that (i) implies (ii). For the converse, we define an ultrafilter
𝑈 by

𝑈 = {𝐴 ⊆ 𝜅 ∣ 𝜅 ∈ 𝑗(𝐴)}
Note that if 𝐴 ⊆ 𝜅, then 𝑗(𝐴) ⊆ 𝑗(𝜅), so it could in fact be the case that 𝜅 ∈ 𝑗(𝐴). We show
that 𝑈 is a 𝜅-complete nonprincipal ultrafilter.

• We have 𝜅 ∈ 𝑈 precisely if 𝜅 ∈ 𝑗(𝜅), but this is true as 𝜅 is the critical point of 𝑗.
• ∅ ∈ 𝑈 precisely if 𝜅 ∈ 𝑗(∅), but 𝑗(∅) = ∅ as 𝑗 is an elementary embedding.
• If 𝐴 ∈ 𝑈 and 𝐵 ⊇ 𝐴, then 𝜅 ∈ 𝑗(𝐴), but 𝑗(𝐵) ⊇ 𝑗(𝐴) by elementarity, so 𝜅 ∈ 𝑗(𝐵)
giving 𝐵 ∈ 𝑈 .

• Suppose 𝐴 ∉ 𝑈 . Then 𝜅 ∉ 𝑗(𝐴). We want to show 𝜅 ∖ 𝐴 ∈ 𝑈 , or equivalently,
𝜅 ∈ 𝑗(𝜅 ∖ 𝐴). By elementarity, 𝑗(𝜅 ∖ 𝐴) = 𝑗(𝜅) ∖ 𝑗(𝐴). But 𝜅 ∈ 𝑗(𝜅) ∖ 𝑗(𝐴) as required.

• We show 𝑈 is nonprincipal. Let 𝛼 ∈ 𝜅. Then {𝛼} ∈ 𝑈 precisely when 𝜅 ∈ 𝑗({𝛼}) =
{𝑗(𝛼)}. But 𝛼 < 𝜅, so 𝑗(𝛼) = 𝛼 ≠ 𝜅, hence 𝑈 cannot be principal.

• Finally, we show 𝜅-completeness; this will also show the finite intersection property
required for𝑈 to be a filter. Let 𝛾 < 𝜅, and fix (𝐴𝛼)𝛼<𝛾 such that𝐴𝛼 ∈ 𝑈 for each𝛼 < 𝛾.
Then 𝜅 ∈ 𝑗(𝐴𝛼) for all 𝛼 < 𝛾. Then⋂𝛼<𝛾 𝐴𝛼 ∈ 𝑈 if and only if 𝜅 ∈ 𝑗(⋂𝛼<𝛾 𝐴𝛼). Note
that being an element of⋂𝛼<𝛾 𝐴𝛾 is a formula that says thatA is a sequence of objects
𝐴𝛼, the 𝛼th element of this sequqence is 𝐴𝛼, and 𝛽 is an element of each element of
the sequence. Therefore 𝛽 ∈ 𝑗(⋂𝛼<𝛾 𝐴𝛼) if and only if 𝛽 is an element of all elements
of the sequence 𝑗(A). Clearly, 𝑗(A) is a sequence of subsets of 𝑗(𝜅) of length 𝑗(𝛾) = 𝛾.
Since 𝐴𝛼 is the 𝛼th element of A, 𝑗(𝐴𝛼) is the 𝑗(𝛼)th element of 𝑗(A), but 𝑗(𝛼) = 𝛼.
Hence 𝑗(A) is the sequence (𝑗(𝐴𝛼))𝛼<𝛾. Then

𝑗(⋂
𝛼<𝛾

𝐴𝛼) = ⋂
𝛼<𝛾

𝑗(𝐴𝛼)

giving 𝜅-completeness as required.
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Remark. Given a sequenceA of subsets of 𝜅 of length 𝛾, then 𝑗(A) is a sequence of subsets of
𝑗(𝜅) of length 𝑗(𝛾). Moreover, if 𝐴𝛼 is the 𝛼th element ofA, then 𝑗(𝐴𝛼) is the 𝑗(𝛼)th element
of 𝑗(A). In the situation above, 𝛾 < 𝜅, so 𝑗(𝛾) = 𝛾 and 𝑗(𝛼) = 𝛼, so 𝑗(A) = {𝑗(𝐴𝛼) ∣ 𝛼 < 𝛾}. If,
for example, 𝛾 = 𝜅, then 𝑗(A) is a sequence of length 𝑗(𝜅), which is strictly longer. Despite
this, the first 𝜅-many elements of the sequence are still 𝑗(𝐴𝛼) for 𝛼 < 𝜅. Beyond 𝜅, we do not
know what the elements of 𝑗(A) look like. This remark suffices for the following result.
Proposition. For arbitrary embeddings 𝑗with critical point 𝜅, the ultrafilter𝑈𝑗 constructed
above is normal.

Proof. Suppose 𝐴𝛼 ∈ 𝑈𝑗 for each 𝛼 < 𝜅, or equivalently, 𝜅 ∈ 𝑗(𝐴𝛼). We must show 𝜅 ∈
𝑗(Δ𝛼<𝜅(𝐴𝛼)). We have

𝜉 ∈ Δ
𝛼<𝜅

(𝐴𝛼) ↔ 𝜉 ∈ ⋂
𝛼<𝜉

𝐴𝛼

↔ ∀𝛼 < 𝜉. 𝜉 ∈ 𝐴𝛼

𝜉 ∈ 𝑗(Δ
𝛼<𝜅

(𝐴𝛼)) ↔ ∀𝛼 < 𝜉. 𝜉 ∈ 𝑗(A)𝑗(𝛼)

Substitute 𝜅 for 𝜉 and obtain

𝜅 ∈ 𝑗(Δ
𝛼<𝜅

(𝐴𝛼)) ↔ ∀𝛼 < 𝜅. 𝜅 ∈ 𝑗(A)𝑗(𝛼)

↔ ∀𝛼 < 𝜅. 𝜅 ∈ 𝑗(A)𝛼
↔ ∀𝛼 < 𝜅. 𝜅 ∈ 𝑗(𝐴𝛼)

which holds by assumption.

Remark. (i) This gives an alternative proof of the existence of a normal ultrafilter on a
measurable cardinal.

(ii) The operations 𝑈 ↦ 𝑗𝑈 and 𝑗 ↦ 𝑈𝑗 are not inverses in general. In particular, if 𝑈 is
not normal, 𝑈𝑗𝑈 ≠ 𝑈 .

Proposition. Let 𝑈 be a 𝜅-complete nonprincipal ultrafilter on 𝜅. Then the following are
equivalent.

(i) 𝑈 is normal;

(ii) (id) = 𝜅.
This proposition provides an alternative view of reflection. Suppose that the ultrafilter𝑈 on
𝜅 is normal. If𝑀 ⊨ Φ(𝜅), then𝑀 ⊨ Φ((id)). By Łoś’ theorem,

{𝛼 < 𝜅 ∣ Φ(id(𝛼))} ∈ 𝑈
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So Φ reflects not only on a set of size 𝜅, but on an ultrafilter set. In particular, if Φ = M and
𝑀 ⊨ M(𝜅), so if 𝜅 is surviving, then the set of 𝛼 that are measurable is in𝑈 . Using this result,
we can characterise the surviving cardinals in a more elegant way.

Theorem. 𝜅 is surviving if and only if there is a normal ultrafilter on 𝜅 such that {𝛼 < 𝜅 ∣ M(𝛼)} ∈
𝑈 .

Proof. Wehave just shownonedirection. For the converse, suppose the set𝐶 = {𝛼 < 𝜅 ∣ M(𝛼)}
is in𝑈 . Then for each 𝛼 ∈ 𝐶, one can find an 𝛼-complete nonprincipal ultrafilter on 𝛼 called
𝑈𝛼. Define

𝑓(𝛼) = {𝑈𝛼 if 𝛼 ∈ 𝐶
∅ if 𝛼 ∉ 𝐶

Thus the set of 𝛼 such that 𝑓(𝛼) is an 𝛼-complete nonprincipal ultrafilter on 𝛼 is 𝐶, so in 𝑈 .
Equivalently, the set of𝛼 such that 𝑓(𝛼) is an id(𝛼)-complete nonprincipal ultrafilter on id(𝛼)
is in 𝑈 . So by Łoś’ theorem,𝑀 believes that (𝑓) is an (id)-complete nonprincipal ultrafilter
on (id). So (𝑓) witnesses that 𝜅 is measurable in𝑀.

This shows that whether a cardinal 𝜅 is surviving depends only on V𝜅+2, and is therefore a
2-stable property.

Definition. If 𝑈,𝑈 ′ are normal ultrafilters on 𝜅, we write 𝑈 <𝑀 𝑈 ′ if

𝐶 = {𝛼 ∣ M(𝛼)} ∈ 𝑈

and there is a sequence of ultrafilters 𝑈𝛼 on 𝛼 ∈ 𝐶 such that

𝐴 ∈ 𝑈 ′ ↔ {𝛼 ∣ 𝐴 ∩ 𝛼 ∈ 𝑈𝛼} ∈ 𝑈

This is known as theMitchell order.

Then 𝜅 is surviving if and only if there are𝑈,𝑈 ′ on 𝜅 such that𝑈 <𝑀 𝑈 ′, because of the fact
that if ℎ(𝛼) = 𝐴 ∩ 𝛼 then (ℎ) = 𝐴. Note that talking about sequences of Mitchell-ordered
ultrafilters is also 2-stable.
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4. Towards inconsistency
4.1. Strong cardinals
Definition. A large cardinal axiom ΦC is called an embedding axiom if Φ(𝜅) holds if and
only if there is a transitive model 𝑀 and elementary embedding 𝑗 ∶ V𝜆 → 𝑀 with critical
point 𝜅 with certain additional properties.
M(𝜅) is the simplest embedding axiom. The remaining large cardinal axioms in this course
will take the form of embedding axioms.

Definition. An embedding 𝑗 ∶ V𝜆 → 𝑀 with critical point 𝜅 is called 𝛽-strong if V𝜅+𝛽 ⊆ 𝑀.
A cardinal 𝜅 is called 𝛽-strong if there is a 𝛽-strong embedding with critical point 𝜅.
𝛽-stable properties are preserved by 𝛽-strong embeddings. In particular, by the reflection
argument, ifΦ is 𝛽-stable and 𝜅 is 𝛽-strongwithΦ(𝜅), then 𝜅 is the 𝜅th cardinal with property
Φ.
Note that 𝜅 is measurable if and only if 𝜅 is 1-strong, and if 𝜅 is 2-strong then {𝛼 < 𝜅 ∣ M(𝛼)}
and {𝛼 < 𝜅 ∣ Surv(𝛼)} are of size 𝜅. If wewrite 𝛽−S(𝜅) to denote that 𝜅 is 𝛽-strong, then

SurvC <Con 2−S(𝜅)

This also gives an example of 𝑗𝑈𝑗 ≠ 𝑗, as the ultrapower embedding of any ultrafilter is never
2-strong.

Definition. A large cardinal property Φ is said to have witness objects of rank 𝛽 if there is a
formula Ψ that is downwards absolute for transitive models such that

Φ(𝜅) ↔ ∀𝑥. ∃𝑦 ∈ V𝜅+𝛽. Ψ(𝑥, 𝑦, 𝜅)

Any large cardinal property with witness objects of rank 𝛽 is 𝛽-stable.
Example. (i) Weakly compact cardinals havewitness objects of rank 1: for all colourings,

there exists a homogeneous set in V𝜅+1.

(ii) Measurable cardinals have witness objects of rank 2: there is a 𝜅-complete nonprin-
cipal ultrafilter on 𝜅. The initial ∀𝑥 quantifier is not needed in this case.

(iii) Surviving cardinals also have witness objects of rank 2, namely, a pair of ultrafilters.

In particular, inaccessibility is 0-stable, weak compactness is 1-stable, andmeasurability and
survivability are 2-stable.

Remark. If 𝛽-strong cardinals have witness objects, they cannot be of rank 𝛽, because then
they would reflect below. Witness objects for strength exist and are called extenders, and if 𝜇
is the least ℶ fixed point larger than ||V𝜅+𝛽||, then the witness object for 𝛽-strength has rank
at most 𝜇.
Definition. A cardinal 𝜅 is called strong if it is 𝛽-strong for all 𝛽 < 𝜆.
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Importantly, the quantifiers are
∀𝛽. ∃𝑗.V𝜅+𝛽 ⊆ 𝑀

This does not say that there exists an embedding where all of the V𝜅+𝛽 are subsets of the
same 𝑀. This notion cannot have a single witness object of a fixed rank, since otherwise,
strength would reflect strength.

4.2. Removing the inaccessible
The ultrapower constructions used an inaccessible cardinal above a measurable cardinal, so
that we could obtain a set-sized universe containing a measurable cardinal. When trying to
do this with the real universe, we encounter several problems.

(i) The definition of ultrapowers requires a set model.

(ii) In the fundamental theorem of measurable cardinals, we have a quantification over 𝑗
and𝑀. If these are proper classes, this quantification cannot be expressed in the usual
language of set theory.

(iii) Also, in the fundamental theorem of measurable cardinals, we use the notion of an
elementary embedding, which is only definable for set models.

To solve problem (i), we would like to construct V
𝜅⟋∼𝑈 . Note that V

𝜅 is a well-defined class;
it is the class of all functions with domain 𝜅. For such functions, it is easy to define the
equivalence relation∼𝑈 . However, the equivalence classes [𝑓]𝑈 = {𝑔 ∈ V𝜅 ∣ 𝑓 ∼𝑈 𝑔} are all
proper classes. So V

𝜅⟋∼𝑈 is no longer a standard class; classes containing proper classes are
typically not allowed. This can be resolved using Scott’s trick. If 𝐶 is a nonempty class, then
there is aminimal 𝛼 such that𝐶∩V𝛼 ≠ ∅. This is a nonempty set. Define scott(𝐶) = 𝐶∩V𝛼
for this 𝛼. Hence, if [𝑓]𝑈 ≠ [𝑔]𝑈 , we have scott([𝑓]𝑈) ≠ scott([𝑔]𝑈). We can therefore
define

V𝜅⟋𝑈 = {scott([𝑓]𝑈) ∣ dom𝑓 = 𝜅}

To obtain our model 𝑀, we took the Mostowski collapse of V𝜆
𝜅
⟋𝑈 . Therefore, we need a

class version of the Mostowski collapse. Recall that a relation 𝐸 ⊆ 𝐶 × 𝐶 is set-like if for all
𝑥 ∈ 𝐶, the class {𝑦 ∈ 𝐶 ∣ 𝑦 𝐸 𝑥} is a set.
Theorem. Let 𝐶 be a class, and let 𝐸 ⊆ 𝐶×𝐶 be a binary relation on 𝐶 that is well-founded,
extensional, and set-like. Then there is a unique transitive class 𝑇 such that (𝑇, ∈) ≅ (𝐶, 𝐸).
This may be proven in an almost identical fashion to Mostowski’s collapsing theorem for
sets.

For problems (ii) and (iii), recall that the fundamental theorem of measurable cardinals was
thatM(𝜅) is equivalent to the statement that there is an elementary embedding 𝑗 ∶ V𝜆 → 𝑀
with critical point 𝜅. Measurability is witnessed at 𝜅 + 2, but the elementary embedding is
not witnessed anywhere below 𝜆, so we cannot extend this definition to the usual universe.
We can solve this by extending our set theory to an appropriate class theory. Standard class
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theories include von Neumann–Bernays–Gödel orNBG, andMorse–Kelley orMK. These the-
ories have very different notions of class. NBG set theory is based upon the idea that defin-
able formulas give the classes. It is a ‘minimal class theory’ where all classes are definable.
MK is based on the idea that Ord behaves externally like in inaccessible cardinal. In this
theory, there could be undefinable classes, and more classes than sets.

This resolves problem (ii), as we are permitted to work in a language in which we may
quantify over proper classes. However, this does not solve problem (iii). Elementarity can-
not be expressed as a single formula, but becomes a schema. This causes additional problems
as we need the existential over 𝑗 and𝑀 to be part of each formula. This could be solved by
extending the language to add symbols for 𝑗 and 𝑀. Another resolution is to observe that
Σ1-elementarity suffices, as is explored in Kanamori’s book The Higher Infinite on page 45.
This can be defined using a single formula, therefore solving problem (iii).

4.3. Supercompact cardinals
Definition. 𝑀 is closed under 𝜇-sequences if𝑀𝜇 ⊆ 𝑀.

Theorem. If 𝜅 is measurable and 𝑗 ∶ V𝜆 → 𝑀 is the ultrapower embedding, then 𝑀 is
closed under 𝜅-sequences but not 𝜅+-sequences.

Proof. Let 𝑆 = {(𝑓𝛼) ∣ 𝛼 < 𝜅} ∈ 𝑀𝜅. We must show that 𝑆 ∈ 𝑀. Find ℎ such that (ℎ) = 𝜅.
For 𝜉 ∈ 𝜅, define 𝑔(𝜉) to be a function with domain ℎ(𝜉) such that for all 𝛼 ∈ ℎ(𝜉),

𝑔(𝜉)(𝛼) = 𝑓𝛼(𝜉)

Then
{𝜉 ∣ dom 𝑔(𝜉) = ℎ(𝜉)} = 𝜅 ∈ 𝑈

By Łoś’ theorem, dom(𝑔) = (ℎ) = 𝜅. Further,

{𝜉 ∣ ∀𝛼 ∈ dom 𝑔(𝜉). 𝑔(𝜉)(𝛼) = 𝑓𝛼(𝜉)} = 𝜅 ∈ 𝑈

so again by Łoś’ theorem, if 𝛼 ∈ dom(𝑔) = 𝜅, then (𝑔)(𝛼) = (𝑓𝛼). Hence (𝑔) = 𝑆.
Let

𝑇 = {𝑗(𝛼) ∣ 𝛼 < 𝜅+} ∈ 𝑀𝜅+

We claim that 𝑇 ∉ 𝑀. To prove this, we first show that 𝑇 is unbounded in 𝑗(𝜅+), which
is equal to 𝑗(𝜅)+ by elementarity. Indeed, consider an arbitrary (𝑓) < 𝑗(𝜅+). Then 𝑗(𝜅+) =
(𝑐𝜅+), so without loss of generality we can assume 𝑓 ∶ 𝜅 → 𝜅+. As 𝜅+ is regular, 𝑓 is bounded
by some 𝛼 < 𝜅+, so 𝑓 ∶ 𝜅 → 𝛼. Then (𝑓) < (𝑐𝛼) = 𝑗(𝛼) ∈ 𝑇.
Now, note that 𝑗(𝜅+) = 𝑗(𝜅)+ is a regular cardinal, so cannot have small unbounded subsets.
But |𝑇| = 𝜅+ < 𝑗(𝜅)+, so 𝑇 ∉ 𝑀.

Definition. An embedding 𝑗 is called 𝜇-supercompact if𝑀𝜇 ⊆ 𝑀. A cardinal 𝜅 is called 𝜇-
supercompact if there is a 𝜇-supercompact embedding with critical point 𝜅.
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Therefore, the theorem above shows that if 𝜅 is measurable, then it is 𝜅-supercompact, and
the ultrapower embedding is not 𝜅+-supercompact, although there could be other embed-
dings that are.

Definition. A cardinal 𝜅 is called supercompact if it is 𝜅-supercompact for all 𝜇 < 𝜆.
As with strong cardinals, the quantifiers are in the order

∀𝜇. ∃𝑗.𝑀𝜇 ⊆ 𝑀

If 𝜅 is 2𝜅-supercompact, then 𝜅 is 2-strong. First note that V𝜅+2 = 𝒫(V𝜅+1) and |V𝜅+1| =
|𝒫(V𝜅)| = 2𝜅. Every 𝐴 ∈ V𝜅+1 is a 2𝜅-sequence of elements of 𝑀, so if every 2𝜅-length
sequence lies in𝑀, then 𝐴 ∈ 𝑀 as required. In general, if 𝜅 is ||V𝜅+𝛽|| = ℶ𝜅+𝛽-supercompact,
then 𝜅 is (𝛽 + 1)-strong. In particular,
Corollary. Every supercompact cardinal is strong.

4.4. The upper limit
We now consider reversing the quantifier order in the definition of a strong cardinal.

Definition. A cardinal 𝜅 is calledReinhardt if there is an embedding 𝑗 such that for all 𝛽, we
have V𝜅+𝛽 ⊆ 𝑀, or equivalently,𝑀 = V𝜆. In other words, there is an elementary embedding
𝑗 ∶ V𝜆 → V𝜆 with critical point 𝜅.
Theorem (Kunen). ZFC proves that there are no Reinhardt cardinals.

It is an open problemwhetherZFwithoutAC proves there are no Reinhardt cardinals.

Proof. Suppose 𝑗 ∶ V𝜆 → 𝑀 has critical point 𝜅. Find the least 𝑗-fixed point above 𝜅, by
defining

𝜅0 = 𝜅; 𝜅𝑖+1 = 𝑗(𝜅); ̂𝜅 = ⋃
𝑖∈𝜔

𝜅𝑖

so 𝑗( ̂𝜅) = ̂𝜅. We will show that V ̂𝜅+1 ⊈ 𝑀, which is a result called Kunen’s lemma. This
contradicts the assumption that𝑀 = V𝜆.

We need a combinatorial lemma due to Erdős and Hajnal. For a cardinal 𝛿, we say that 𝑓 ∶
[𝛿]𝜔 → 𝛿 is 𝜔-Jónsson if for every 𝑋 ⊆ 𝛿 such that |𝑋| = 𝛿, we have {𝑓(𝐴) ∣ 𝐴 ∈ [𝑋]𝜔} = 𝛿.
The lemma states that every cardinal 𝛿 has an 𝜔-Jónsson function.
Suppose that V ̂𝜅+1 ⊆ 𝑀. Let 𝑓 ∶ [ ̂𝜅]𝜔 → ̂𝜅 be an 𝜔-Jónsson function for ̂𝜅. Then𝑀 believes
that 𝑗(𝑓) is an 𝜔-Jónsson function for 𝑗( ̂𝜅) = ̂𝜅. Define

𝑋 = {𝑗(𝛼) ∣ 𝛼 ∈ ̂𝜅} ∈ V ̂𝜅+1

We claim that 𝑋 ∉ 𝑀, finishing the proof. Suppose 𝑋 ∈ 𝑀. Clearly |𝑋| = ̂𝜅, so then
𝑀 ⊨ |𝑋| = ̂𝜅. We can apply the definition of an 𝜔-Jónsson function in𝑀, which shows that

𝑀 ⊨ {𝑗(𝑓)(𝐴) ∣ 𝐴 ∈ [𝑋]𝜔} = ̂𝜅
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Any 𝐴 ∈ [𝑋]𝜔 is of the form {𝑗(𝛼𝑖) ∣ 𝑖 ∈ 𝜔} for some 𝑎 = {𝛼𝑖 ∣ 𝑖 ∈ 𝜔} ∈ [ ̂𝜅]𝜔. Then 𝑗(𝑎) =
{𝑗(𝛼𝑖) ∣ 𝑖 ∈ 𝜔} = 𝐴.
In general, if 𝑔(𝑥) = 𝑦, then 𝑔 is a function, 𝑥 ∈ dom 𝑔, and ⟨𝑥, 𝑦⟩ ∈ 𝑔. Applying 𝑗, we
have that 𝑗(𝑔) is a function, 𝑗(𝑥) ∈ dom 𝑗(𝑔), and ⟨𝑗(𝑥), 𝑗(𝑦)⟩ ∈ 𝑗(𝑔). So 𝑗(𝑔)(𝑗(𝑥)) = 𝑗(𝑦) =
𝑗(𝑔(𝑥)). Therefore, we obtain 𝑗(𝑓)(𝐴) = 𝑗(𝑓)(𝑗(𝑎)) = 𝑗(𝑓(𝑎)). But 𝑓(𝑎) ∈ ̂𝜅, so 𝑗(𝑓(𝑎)) ∈ 𝑋 .
Therefore,

𝑀 ⊨ ̂𝜅 = {𝑗(𝑓)(𝐴) ∣ 𝐴 ∈ [𝑋]𝜔} ⊆ 𝑋
But this cannot be true, for example because 𝜅 ∉ 𝑋 but 𝜅 ∈ ̂𝜅.

Remark. (i) The combinatorial lemmawas proven usingAC, and it is not knownwhether
the proof works without it.

(ii) To prove Kunen’s lemma, we did not need that 𝜆 is inaccessible. More explicitly, if
𝑗 ∶ V𝛼 → 𝑀 is an elementary embedding with critical point 𝜅 such that �̂� + 2 ≤ 𝛼 (to
guarantee that 𝑓 ∈ V𝛼), then V ̂𝜅+1 ⊈ 𝑀.

Corollary. For any ordinal 𝛿, there is no elementary embedding 𝑗 ∶ V𝛿+2 → V𝛿+2 with
critical point less than 𝛿 + 2.

Proof. Observe that if 𝜅 < 𝛿 + 2 is the critical point, we cannot have 𝜅 = 𝛿 or 𝜅 = 𝛿 + 1,
because 𝛿 and 𝛿 + 1 are definable in V𝛿+2. Then 𝑗(𝜅) < 𝛿, so by induction all of the iterated
images of 𝜅 under 𝑗 are less than 𝛿, so ̂𝜅 ≤ 𝛿. Thus ̂𝜅 + 2 ≤ 𝛿 + 2, so by remark (ii),
V ̂𝜅+1 ⊈ V𝛿+2, giving a contradiction.

The axiom stating the existence of an analogous 𝑗 ∶ V𝛿+1 → V𝛿+1 is called 𝐼1, and the
existence of 𝑗 ∶ V𝛿 → V𝛿 is called 𝐼3; there is an axiom 𝐼2 in between. Clearly, if 𝑗 ∶ V𝛿+1 →
V𝛿+1 is elementary, then so is 𝑗|V𝛿 ∶ V𝛿 → V𝛿, so 𝐼1 implies 𝐼3. It has been hypothesised
that 𝐼1 and 𝐼3 are inconsistent, but we do not yet have a proof.
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Diagram of large cardinal properties
Under suitable consistency assumptions, large cardinal properties that appear in higher po-
sitions on this diagram have strictly higher consistency strength than properties appearing
lower down the diagram.

𝜅 Reinhardt 0 = 1

𝐼1

𝐼3

𝜅 supercompact

𝜅 strongly compact

large
medium

𝜅 strong

𝜅 surviving

𝜅 Ulam 𝜅measurable 𝜅 real-valued measurable

medium
small

𝜅 weakly compact

𝜅 inaccessible 𝜅 weakly inaccessible

𝜅 worldly

min.

The ‘small large cardinals’ are usually considered those cardinals consistent with V = L, and
such large cardinal properties are usually downwards absolute. Note that 𝐿 has no measur-
able cardinals. Indeed, if V = L and 𝑈 is a 𝜅-complete nonprincipal ultrafilter on 𝜅, then
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the ultrapower embedding 𝑗𝑈 ∶ 𝐿 → 𝑀 must map to an inner model strictly smaller than 𝐿,
but such an inner model cannot exist.

There are certain large cardinals called Woodin cardinals which sit between strong and
strongly compact cardinals. They represent another boundary between sizes of large car-
dinal axioms, just like measurable cardinals; smaller large cardinals are sometimes called
‘medium-sized large cardinals’, and the others are called ‘large large cardinals’. Woodin car-
dinals are crucial for understanding the connection between large cardinals and infinite
games. We know very little about large cardinal axioms beyond Woodin cardinals.
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1. Set theoretic preliminaries
1.1. Introduction to independence results
Independence results are found across mathematical disciplines.

(i) The parallel postulate is independent from the other four postulates of Euclidean geo-
metry. It states that for any given point not on a line, there is a unique line passing
through that point that does not intersect the given line. In the 19th century, it was
shown that the other four postulates are satisfied by hyperbolic geometry, but this pos-
tulate is not satisfied. This shows that the other four axioms are insufficient to prove
the parallel postulate.

(ii) Let 𝜑 be the statement in the language of fields describing the existence of a square
root of 2. We know that ℚ is a field satisfying ¬𝜑, and ℚ[√2] satisfies 𝜑. The fields
ℚ and ℚ[√2] are models of the theory of fields, one of which satisfies 𝜑, and one of
which satisfies ¬𝜑. This shows that the theory of fields does not prove 𝜑 or ¬𝜑. A
similar result holds for the statement 𝜑 that says that there are no roots of 𝑥4 = −1.

(iii) Gödel’s incompleteness theorem implies that there must always be an independence
result in a sufficiently powerful consistent set theory.

Wewill show that there are other independence results in set theory that are not self-referential
like the Gödel incompleteness theorems.

Theorem (Cantor). |ℕ| < |𝒫(ℕ)|.

The continuum hypothesis is that there are no sets of cardinality strictly between |ℕ| and
|𝒫(𝑁)| = |ℝ|.

Definition. The continuum hypothesis CH states that if 𝑋 ⊆ ℙ(ℕ) is infinite, then either
|𝑋| = |ℕ| or |𝑋| = |𝒫(ℕ)|, or equivalently,

2ℵ0 = ℵ1

Progress was made on the continuum hypothesis in the 19th and 20th centuries.

(i) In 1883, Cantor showed that any closed subset of ℝ satisfies CH.

(ii) In 1916, Alexandrov and Hausdorff showed that any Borel set of ℝ satisfies CH.

(iii) In 1930, Suslin strengthened this result to analytic subsets of ℝ.

(iv) In 1938, Gödel showed that if ZF is consistent, then so is ZFC + CH.

(v) However, in 1963, Cohen showed that if ZF is consistent, then so is ZFC + ¬CH.

In this course, we will prove results (iv) and (v), thus establishing the independence of the
continuum hypothesis from ZFC.

332



1. Set theoretic preliminaries

1.2. Systems of set theory
The language of set theoryℒ = ℒ∈ is a first-order predicate logic with equality andmember-
ship as primitive relations. We assume the existence of infinitely many variables 𝑣1, 𝑣2,…
denoting sets. Wewill only use the logical connectives∨ and¬ aswell as the existential quan-
tifier ∃. Conjunction, implication, and universal quantification can be defined in terms of
disjunction, negation, and existential quantification.

We say that an occurrence of a variable 𝑥 is bound in a formula 𝜑 if is in a quantifier ∃𝑥
or lies in the scope of such a quantifier. An occurrence is called free if it is not bound. We
write FV(𝜑) for the set of free variables of 𝜑. We will write 𝜑(𝑢1,… , 𝑢𝑛) to emphasise the
dependence of 𝜑 on its free variables 𝑢1,… , 𝑢𝑛. By doing so, we will allow ourselves to freely
change the names of the free variables, and assume that substituted variables are free. The
syntax 𝜑(𝑢0,… , 𝑢𝑛) does not imply that 𝑢𝑖 occurs freely, or even at all.

Some of the most common axioms of set theory are as follows.

(i) Axiom of extensionality.

∀𝑥. ∀𝑦. (∀𝑧. (𝑧 ∈ 𝑥 ↔ 𝑥 ∈ 𝑦) → 𝑥 = 𝑦)

(ii) Axiom of empty set.
∃𝑥. ∀𝑦 ∈ 𝑥. 𝑦 ≠ 𝑦

(iii) Axiom of pairing.
∀𝑥. ∀𝑦. ∃𝑧. (𝑥 ∈ 𝑧 ∧ 𝑦 ∈ 𝑧)

(iv) Axiom of union.
∀𝑎. ∃𝑥. ∀𝑦. (𝑦 ∈ 𝑥 ↔ ∃𝑧 ∈ 𝑎. 𝑦 ∈ 𝑧)

(v) Axiom of foundation.

∀𝑥. (∃𝑦. 𝑦 ∈ 𝑥 → ∃𝑦 ∈ 𝑥.¬∃𝑧 ∈ 𝑥. 𝑧 ∈ 𝑦)

(vi) Axiom scheme of separation. For any formula 𝜑,

∀𝑎. ∃𝑥. ∀𝑦. (𝑦 ∈ 𝑥 ↔ (𝑦 ∈ 𝑎 ∧ 𝜑(𝑦)))

(vii) Axiom of infinity.
∃𝑎. (∃𝑥. (𝑥 ∈ 𝑎) ∧ ∀𝑥 ∈ 𝑎. ∃𝑦 ∈ 𝑎. 𝑥 ∈ 𝑦)

(viii) Axiom of power set.

∀𝑎. ∃𝑥. ∀𝑦. (𝑦 ∈ 𝑥 ↔ ∀𝑧. (𝑧 ∈ 𝑦 → 𝑧 ∈ 𝑎))
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(ix) Axiom scheme of replacement. For any formula 𝜑,

∀𝑎. (∀𝑥 ∈ 𝑎. ∃!𝑦. 𝜑(𝑥, 𝑦) → ∃𝑏. ∀𝑥 ∈ 𝑎. ∃𝑦 ∈ 𝑏. 𝜑(𝑥, 𝑦))

(ix′) Axiom scheme of collection. For any formula 𝜑,

∀𝑎. (∀𝑥 ∈ 𝑎. ∃𝑦. 𝜑(𝑥, 𝑦) → ∃𝑏. ∀𝑥 ∈ 𝑎. ∃𝑦 ∈ 𝑏. 𝜑(𝑥, 𝑦))

(x) Axiom of choice.

∀𝑋. (∅ ∉ 𝑋 → ∃𝑓 ∶ (𝑋 →⋃𝑋). ∀𝑎 ∈ 𝑋. 𝑓(𝑎) ∈ 𝑎)

(x′) Well-ordering principle.

∀𝑎. ∃𝑅. 𝑅 is a well-ordering of 𝑎

Some common set theories are as follows.

• Zermelo set theory Z consists of axioms (i) to (viii). Axioms (ix) and (ix′) are equivalent
relative to Z.

• Zermelo–Fraenkel set theory ZF consists of axioms (i) to (ix). Axioms (x) and (x′) are
equivalent relative to ZF.

• Zermelo–Fraenkel set theory with choice ZFC consists of axioms (i) to (x).

• Zermelo–Fraenkel set theory without power set ZF− consists of axioms (i) to (vii), with
the axiom of collection (ix′) instead of replacement (ix); it has been shown that (ix) is
weaker than (ix′) in the presence of axioms (i) to (vii).

• Zermelo–Fraenkel set theory with choice andwithout power set ZFC− consists of axioms
(i) to (vii), with the axiom of collection (ix′) and the well-ordering principle (x′).

In this course, our main metatheory will be ZF, and we will be explicit about the use of
choice.

We say that a class 𝑋 is definable over𝑀 if there exists a formula 𝜑 and sets 𝑎1,… , 𝑎𝑛 ∈ 𝑀
such that for all 𝑧 ∈ 𝑀, we have 𝑧 ∈ 𝑋 if and only if 𝜑(𝑧, 𝑎1,… , 𝑎𝑛). A class is proper over
𝑀 if it is not a set in𝑀.

Under suitable hypotheses, there is a countable transitive model 𝑀 of ZFC. In this case,
|ℝ ∩ 𝑀| is countable, so there exists a real 𝑣 that is not in𝑀. Hence, 𝑣 is a proper class over
𝑀. However, it is not definable, and we cannot ‘talk about it’ in the language of set theory.
The only proper classes that affect our theory are the definable ones.

In this course, we will assume that all mentioned classes are definable. We can then use
formulas of the form

∃𝐶. (𝐶 is a class ∧ ∀𝑥 ∈ 𝐶. 𝜑)
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by defining it to mean that there is a formula 𝜃 giving a class 𝐶 satisfying ∀𝑥 ∈ 𝐶. 𝜑. For
example, the universe class V = {𝑥 ∣ 𝑥 = 𝑥}, theRussell class𝑅 = {𝑥 ∣ 𝑥 ∉ 𝑥}, and the class of
ordinals are all definable. Any set is a definable class. Classes are heavily dependent on the
underlying model: if𝑀 = 2 then Ord = 2 = 𝑀, and if𝑀 = 3∪ {1} then Ord = 3 ≠ 𝑀.

Suppose that𝑀 is a set model of ZF; that is,𝑀 is a set. Let𝒟 be the collection of definable
classes over 𝑀. Then one can show that 𝒟 is a set in our metatheoretic universe V, and
(𝑀,𝒟) is a model of a second-order version of ZF, known asGödel–Bernays set theory.

1.3. Adding defined functions
Often in set theory, we use symbols such as 0, 1, ⊆, ∩, ∧, ∀; they do not exist in our lan-
guage.

Definition. Suppose that ℒ ⊆ ℒ′ and 𝑇 is a set of sentences in ℒ. We say that 𝑃 is a defined
𝑛-ary predicate symbol over 𝑇 if there is a formula 𝜑 in ℒ such that

𝑇 ⊢ ∀𝑥1,… , 𝑥𝑛. (𝑃(𝑥1,… , 𝑥𝑛) ↔ 𝜑(𝑥1,… , 𝑥𝑛))

Similarly, we say that 𝑓 is a defined 𝑛-ary function symbol over 𝑇 if there is a formula 𝜑 in ℒ
such that

𝑓(𝑥1,… , 𝑥𝑛) = 𝑦 if and only if 𝑇 ⊢ 𝜑(𝑥1,… , 𝑥𝑛, 𝑦)

and
𝑇 ⊢ ∀𝑥1,… , 𝑥𝑛. ∃!𝑦. 𝜑(𝑥1,… , 𝑥𝑛, 𝑦)

We say that a set of sentences 𝑇 ′ of ℒ′ is an extension by definitions of 𝑇 over ℒ when 𝑇 ′ =
𝑇 ∪ 𝑆 and 𝑆 = {𝜑𝑠 ∣ 𝑠 ∈ ℒ′ ∖ ℒ′} and each 𝜑𝑠 is a definition of 𝑠 in the language ℒ over 𝑇.

Commonly used symbols such as 0, 1, ⊆, ∩, 𝒫,⋃ are defined over ZF.

Theorem. Suppose that ℒ ⊆ ℒ′, and that 𝑇 is a set of ℒ-sentences and 𝑇 ′ is an extension
by definitions of 𝑇 to ℒ′. Then

(i) (conservativity) If 𝜑 is a sentence of ℒ, then 𝑇 ⊢ 𝜑 ↔ 𝑇 ′ ⊢ 𝜑.

(ii) (abbreviations) If 𝜑 is a formula of ℒ′, then there exists a formula ̂𝜑 of ℒ whose free
variables are exactly those of 𝜑, such that 𝑇 ′ ⊢ ∀𝑥. (𝜑 ↔ ̂𝜑).

Example. The intersection 𝑎 ∩ 𝑏 can be defined as the unique set 𝑐 such that

∀𝑥. (𝑥 ∈ 𝑐 ⟺ 𝑥 ∈ 𝑎 ∧ 𝑥 ∈ 𝑏)

This definition makes sense only if there is a unique 𝑐 satisfying this formula 𝜑(𝑐). If

𝑀 = {𝑎, 𝑐, 𝑑, {𝑎}, {𝑎, 𝑏}, {𝑎, 𝑏, 𝑐}, {𝑎, 𝑏, 𝑑}}

then it is easy to check that both {𝑎} and {𝑎, 𝑑} satisfy 𝜑, so intersection cannot be defined.
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1.4. Absoluteness
It is often the case that definitions appear to give the same set regardless of which model we
areworking inside. For example, {𝑥 ∣ 𝑥 ≠ 𝑥} is the empty set in anymodel, and {𝑥 ∣ 𝑥 = 𝑎 ∨ 𝑥 = 𝑏}
gives a pair set. Other definitions need not, for example 𝒫(ℕ), which need not be the true
power set in a given transitive model. To quantify this behaviour, we need to define what it
means for 𝜑 to hold in an arbitrary structure; this concept is called relativisation.
Definition. The quantifier ∀𝑥 ∈ 𝑎. 𝜑 is an abbreviation of ∀𝑥. 𝑥 ∈ 𝑎 ⇒ 𝜑. We use the
analogous abbreviation for the existential quantifier. Let𝑊 be a class; we define by recursion
the relativisation 𝜑𝑊 of 𝜑 as follows.

(𝑥 ∈ 𝑦)𝑊 ≡ 𝑥 ∈ 𝑦
(𝑥 = 𝑦)𝑊 ≡ 𝑥 = 𝑦
(𝜑 ∨ 𝜓)𝑊 ≡ 𝜑𝑊 ∨ 𝜓𝑊
(¬𝜑)𝑊 ≡ ¬𝜑𝑊

(∃𝑥. 𝜑)𝑊 ≡ ∃𝑥 ∈ 𝑊.𝜑𝑊

One can easily show that

(𝜑 ∧ 𝜓)𝑊 ≡ 𝜑𝑊 ∧ 𝜓𝑊
(𝜑 → 𝜓)𝑊 ≡ 𝜑𝑊 → 𝜓𝑊
(∀𝑥. 𝜑)𝑊 ≡ ∀𝑥 ∈ 𝑊.𝜑𝑊

Proposition. Suppose that 𝑀 ⊆ 𝑁 and 𝑀 is a definable class over 𝑁. Then the relation
𝑀 ⊨ 𝜑 is first-order expressible in 𝑁.

Proof. Suppose𝑀 is defined by 𝜃, so

∀𝑧 ∈ 𝑁. 𝜃(𝑧) ↔ 𝑧 ∈ 𝑀

We claim that (𝑁,∈) ⊨ 𝜑𝑀 if and only if (𝑀,∈) ⊨ 𝜑. We proceed by induction on the length
of formulae. For example,

𝑁 ⊨ (𝑥 ∈ 𝑦)𝑀 iff 𝑁 ⊨ 𝑥 ∈ 𝑦 and 𝑥, 𝑦 ∈ 𝑀 iff 𝜃(𝑥), 𝜃(𝑦),𝑀 ⊨ 𝑥 ∈ 𝑦

The cases for equality is similar, and disjunction and negation are simple. Finally,

𝑁 ⊨ (∃𝑥. 𝜑(𝑥))𝑀 iff 𝑁 ⊨ ∃𝑥. 𝑥 ∈ 𝑀 ∧ 𝜑𝑀(𝑥)

which holds precisely when there is some 𝑥 ∈ 𝑁 such that 𝑁 ⊨ 𝑥 ∈ 𝑀 and 𝑁 ⊨ 𝜑𝑀(𝑥), but
𝑁 ⊨ 𝑥 ∈ 𝑀 if and only if 𝜃(𝑥), giving the result as required.

Thus, relativisation is a way to express truth in definable classes.
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Definition. Suppose that𝑀 ⊆ 𝑁 are classes and 𝜑(𝑢1,… , 𝑢𝑛) is a formula. Then 𝜑 is called
(i) upwards absolute for𝑀,𝑁 if

∀𝑥1,… , 𝑥𝑛 ∈ 𝑀. (𝜑𝑀(𝑥1,… , 𝑥𝑛) → 𝜑𝑁(𝑥1,… , 𝑥𝑛))

(ii) downwards absolute for𝑀,𝑁 if

∀𝑥1,… , 𝑥𝑛 ∈ 𝑀. (𝜑𝑁(𝑥1,… , 𝑥𝑛) → 𝜑𝑀(𝑥1,… , 𝑥𝑛))

(iii) absolute for𝑀,𝑁 if it is both upwards and downwards absolute, or equivalently,

∀𝑥1,… , 𝑥𝑛 ∈ 𝑀. (𝜑𝑀(𝑥1,… , 𝑥𝑛) ↔ 𝜑𝑁(𝑥1,… , 𝑥𝑛))

If 𝑁 = V, we simply say that 𝜑 is (upwards or downwards) absolute for 𝑀. If Γ is a set
of formulas, we say that Γ is (upwards or downwards) absolute for 𝑀,𝑁 if and only if 𝜑 is
(upwards or downwards) absolute for𝑀,𝑁 for each 𝜑 ∈ Γ. Suppose 𝑇 is a set of sentences
and 𝑓 is a defined function by 𝜑. Then for𝑀 ⊆ 𝑁 models of 𝑇, we say that 𝑓 is absolute for
𝑀,𝑁 precisely when 𝜑 is absolute for𝑀,𝑁.
Example. If𝑀 ⊆ 𝑁 both satisfy extensionality, then the empty set is absolute for𝑀,𝑁 by
the formula ∀𝑥 ∈ 𝑎. (𝑥 ≠ 𝑥). The power set of 2 is not absolute between 4 and V, because in
4, it has only two elements.
Example. 𝜑 ↔ 𝜓 does not imply 𝜑𝑀 ↔ 𝜓𝑀 . Let 𝜑(𝑣) be the statement ∀𝑥. (𝑥 ∉ 𝑣); in ZF
this defines ∅. Now, the following are two ways to express 0 ∈ 𝑧.

𝜓(𝑧) ≡ ∃𝑦. (𝜑(𝑦) ∧ 𝑦 ∈ 𝑧); 𝜃(𝑧) ≡ ∀𝑦. (𝜑(𝑦) ⇒ 𝑦 ∈ 𝑧)

Note that if there exists a unique 𝑦 such that 𝜑(𝑦), then these are equivalent. However, this
is often not the case, for example if

𝑎 = 0; 𝑏 = {0}; 𝑐 = {{{0}}}; 𝑀 = {𝑎, 𝑏, 𝑐}

then 𝜑𝑀(𝑎) holds, so 𝜓𝑀(𝑏), but 𝜑𝑀(𝑐) also holds, so 𝜃𝑀(𝑏) fails.
The main obstacle to absoluteness for basic statements turns out to be transitivity of the
model.

Definition. Given classes𝑀 ⊆ 𝑁, we say that𝑀 is transitive in 𝑁 if

∀𝑥, 𝑦 ∈ 𝑁. (𝑥 ∈ 𝑀 ∧ 𝑦 ∈ 𝑥 ⇒ 𝑦 ∈ 𝑀)

1.5. The Lévy hierarchy
Definition. The class of formulas Δ0 is the smallest class Γ closed under the following
conditions.
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(i) if 𝜑 is atomic, 𝜑 ∈ Γ (that is, (𝑣𝑖 ∈ 𝑣𝑗) ∈ Γ and (𝑣𝑖 = 𝑣𝑗) ∈ Γ);
(ii) if 𝜑, 𝜓 ∈ Γ, then 𝜑 ∨ 𝜓 ∈ Γ and ¬𝜑 ∈ Γ; and
(iii) if 𝜑 ∈ Γ, then (∀𝑣𝑖 ∈ 𝑣𝑗 . 𝜑) ∈ Γ and (∃𝑣𝑖 ∈ 𝑣𝑗 . 𝜑) ∈ Γ.
That is, Δ0 is the class of formulas generated from atomic formulas by Boolean operations
and bounded quantification.

Definition. We proceed by induction to define Σ𝑛 and Π𝑛 as follows.

(i) Σ0 = Π0 = Δ0;
(ii) if 𝜑 is Π𝑛−1 then ∃𝑣𝑖. 𝜑 is Σ𝑛;
(iii) if 𝜑 is Σ𝑛−1 then ∀𝑣𝑖. 𝜑 is Π𝑛.

Example. The formula ∀𝑣1. ∃𝑣2. ∀𝑣3. (𝑣4 = 𝑣3) is Π3. But (∀𝑣1. 𝑣1 = 𝑣2) ∧ 𝑣3 = 𝑣4 is not
Π𝑛 or Σ𝑛 for any 𝑛.
Definition. Given anℒ∈-theory 𝑇, let Σ𝑇𝑛 be the class of formulas Γ such that for any 𝜑 ∈ Γ,
there exists 𝜓 ∈ Σ𝑛 such that 𝑇 ⊢ 𝜑 ↔ 𝜓. We define Π𝑇

𝑛 analogously. A formula is in Δ𝑇𝑛 if
there exists 𝜓 ∈ Σ𝑛 and 𝜃 ∈ Π𝑛 such that 𝑇 ⊢ 𝜑 ↔ 𝜓 and 𝑇 ⊢ 𝜑 ↔ 𝜃.
Note that Δ𝑛 only makes much sense with respect to some theory 𝑇 for 𝑛 > 0.
Lemma. If 𝜑 and 𝜓 are in ΣZF

𝑛 , then so are

∃𝑣. 𝜑; 𝜑 ∨ 𝜓; 𝜑 ∧ 𝜓; ∃𝑣𝑖 ∈ 𝑣𝑗 . 𝜑; ∀𝑣𝑖 ∈ 𝑣𝑗 . 𝜑

If 𝜑 is in ΣZF
𝑛 , then¬𝜑 is inΠZF

𝑛 . Further, for every 𝜑, there exists 𝑛 such that 𝜑 is in ΣZF
𝑛 , and

if 𝜑 is in ΣZF
𝑛 , then 𝜑 is in ΣZF

𝑚 for all𝑚 ≥ 𝑛.
Remark. ∃𝑥1. ∀𝑥2. ∃𝑥3. ∀𝑦. (𝑦 ∈ 𝑣 → 𝑣 ≠ 𝑣) is Σ4, but is logically equivalent to the statement
∀𝑦 ∈ 𝑣. 𝑣 ≠ 𝑣, which isΣ0. The fact thatΣZF

𝑛 is closed under bounded quantification depends
on the axiom of collection. In particular, in Zermelo set theory, there is a ΣZ

1 formula 𝜑 such
that ∀𝑥 ∈ 𝑎. 𝜑 is not ΣZ

1 . In intuitionistic logic, these classes are very badly behaved; for
instance, we could have a Π𝑇

1 formula 𝜑 such that ¬𝜑 is not Σ𝑇1 .
We can now show absoluteness for Δ0 formulas between transitive models.
Theorem. Let 𝑀 be transitive in 𝑁 and 𝑀 ⊆ 𝑁, and let 𝜑(u) be a Δ0-formula. Then, for
any a ∈ 𝑀,

𝑀 ⊨ 𝜑(a) if and only if 𝑁 ⊨ 𝜑(a)

Proof. We prove this by induction on the class Δ0. The cases of atomic formulas and pro-
positional connectives are immediate, so it suffices to show the result for ∃𝑥 ∈ 𝑎. 𝜑where 𝜑
is absolute between𝑀 and 𝑁. Suppose𝑀 ⊨ ∃𝑥 ∈ 𝑎. 𝜑(𝑥), so there exists 𝑏 ∈ 𝑀 such that
𝑀 ⊨ 𝑏 ∈ 𝑎 ∧ 𝜑(𝑏). Then we also have 𝑁 ⊨ 𝑏 ∈ 𝑎 ∧ 𝜑(𝑏) by absoluteness of 𝜑, as required.
Conversely, suppose 𝑁 ⊨ ∃𝑥 ∈ 𝑎. 𝜑(𝑥), so there exists 𝑏 ∈ 𝑁 such that 𝑁 ⊨ 𝑏 ∈ 𝑎 ∧ 𝜑(𝑏).
Since𝑀 is transitive in 𝑁, we obtain 𝑏 ∈ 𝑀, so𝑀 ⊨ 𝑏 ∈ 𝑎 ∧ 𝜑(𝑏) by absoluteness of 𝜑.
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Proposition. The following are ΔZF
0 , and therefore absolute between transitive models.

(i) 𝑥 ⊆ 𝑦;
(ii) 𝑎 = {𝑥, 𝑦} (the unordered pair);
(iii) 𝑎 = ⟨𝑥, 𝑦⟩ (the ordered pair);
(iv) 𝑎 = 𝑥 × 𝑦;
(v) 𝑎 = ⋃𝑏;
(vi) 𝑎 is a transitive set;
(vii) 𝑥 = ∅;
(viii) 𝑟 is a relation;
(ix) 𝑟 is a function;
(x) 𝑟 is a relation with domain 𝑎 and range 𝑏;
(xi) 𝑥 is the pointwise image of 𝑟 on 𝑎, denoted 𝑟″𝑎 = {𝑦 ∣ ∃𝑥 ∈ 𝑎. ⟨𝑥, 𝑦⟩ ∈ 𝑟};
(xii) 𝑟|𝑎.
Remark. The following are not absolute between transitive models, and thus not ΔZF

0 .

(i) the cofinality function 𝛼 ↦ cf(𝛼);
(ii) being a cardinal;

(iii) 𝜔1;

(iv) 𝑦 = 𝒫(𝑥).
Lemma. The statement that a given set 𝑎 is finite is ΔZF

1 .

Proposition. Let𝑀 be transitive in 𝑁 and𝑀 ⊆ 𝑁. Then Σ1 formulas are upwards absolute
between𝑀 and 𝑁, and Π1 formulas are downwards absolute between𝑀 and 𝑁.
Corollary. ΔZF

1 formulas are absolute between transitive models.

Lemma. (ZF) The statement that 𝛼 is an ordinal is absolute.

Proof. First, note that 𝛼 is an ordinal in ZF if and only if it is a transitive set of transitive sets.
This can be written as

(∀𝛽 ∈ 𝛼. ∀𝛾 ∈ 𝛽. 𝛾 ∈ 𝛼) ∧ (∀𝛽 ∈ 𝛼. ∀𝛾 ∈ 𝛽. ∀𝛿 ∈ 𝛾. 𝛿 ∈ 𝛽)

which is Δ0, as required.

We can give a slightly better rephrasing of this lemma.

Lemma. The statement that 𝑟 is a strict total ordering of 𝑎 is Δ0.
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Proof. The statement that 𝑟 is a transitive relation on 𝑎 is that

∀𝑥𝑦𝑧 ∈ 𝑎. (⟨𝑥, 𝑦⟩ ∈ 𝑟 ∧ ⟨𝑦, 𝑧⟩ ∈ 𝑟 → ⟨𝑥, 𝑧⟩ ∈ 𝑟)

Trichotomy is
∀𝑥𝑦 ∈ 𝑎. (⟨𝑥, 𝑦⟩ ∈ 𝑟 ∨ ⟨𝑦, 𝑥⟩ ∈ 𝑟 ∨ 𝑥 = 𝑦)

Irreflexivity is
∀𝑥 ∈ 𝑎. ⟨𝑥, 𝑥⟩ ∉ 𝑟

Corollary. The statement that 𝑥 is a transitive set totally ordered by∈ is Δ0, and thus ordin-
als are in fact Δ0.
Lemma. (ZF) The statement that 𝑟 is well-founded on 𝑎 is ΔZF

1 .

Proof. The Π1 formula is

𝑟 is a relation on 𝑎 ∧ [∀𝑋. (∃𝑥 ∈ 𝑋. (𝑧 = 𝑧) ∧ 𝑋 ⊆ 𝑎) → ∃𝑥 ∈ 𝑋. ∀𝑦 ∈ 𝑋. ⟨𝑦, 𝑧⟩ ∉ 𝑟]

For theΣ1 formula, we first show that a relation iswell-founded on𝑎 if and only if there exists
a function 𝑎 → Ord such that ⟨𝑦, 𝑥⟩ ∈ 𝑟 implies 𝑓(𝑦) ∈ 𝑓(𝑥). Suppose 𝑟 is well-founded;
we then define 𝑓 ∶ 𝑎 → Ord by 𝑓(𝑥) = sup {𝑓(𝑦) + 1 ∣ ⟨𝑦, 𝑥⟩ ∈ 𝑟}, and one can show that
this satisfies the required property. For the other direction, let 𝑋 ⊆ 𝑎 be a nonempty subset,
and consider the pointwise image 𝑓″𝑋 . This has a minimal element 𝛼, then for any 𝑧 ∈ 𝑋 ,
if 𝑓(𝑧) = 𝛼 then for all 𝑦 ∈ 𝑋 , we have 𝑓(𝑦) ≥ 𝛼, so ⟨𝑦, 𝑧⟩ ∉ 𝑟. We then define well-
foundedness with a Σ1 formula as follows.

∃𝑓. (𝑓 is a function ∧ ∀𝑢 ∈ ran𝑓. (𝑢 ∈ Ord) ∧ ∀𝑥𝑦 ∈ 𝑎. (⟨𝑦, 𝑥⟩ ∈ 𝑟 → 𝑓(𝑦) ∈ 𝑓(𝑥)))

Proposition. The following are ΔZF
0 .

(i) 𝑥 is a limit ordinal;
(ii) 𝑥 is a successor ordinal;
(iii) 𝑥 is a finite ordinal;
(iv) 𝑥 = 𝜔;
(v) 𝑥 = 𝑛 for any finite ordinal 𝑛.

Proposition. The following are ΠZF
1 and hence downwards absolute between transitive

models.

(i) 𝜅 is a cardinal;
(ii) 𝜅 is regular;
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(iii) 𝜅 is a limit cardinal;
(iv) 𝜅 is a strong limit cardinal.
Lemma. (ZF) Let 𝑊 be a nonempty transitive class. Then the axioms of extensionality,
empty set, and foundation all hold in𝑊 .

Proof. For extensionality, the relativisation of

∀𝑥. ∀𝑦. (∀𝑧. (𝑧 ∈ 𝑥 ↔ 𝑥 ∈ 𝑦) → 𝑥 = 𝑦)

to𝑊 is
∀𝑥 ∈ 𝑊. ∀𝑦 ∈ 𝑊. (∀𝑧 ∈ 𝑊. (𝑧 ∈ 𝑥 ↔ 𝑥 ∈ 𝑦) → 𝑥 = 𝑦)

Suppose 𝑥 ∈ 𝑊, 𝑦 ∈ 𝑊 , but 𝑥 ≠ 𝑦. Then by extensionality in the metatheory, without loss
of generality we can fix 𝑧 ∈ 𝑥 with 𝑧 ∉ 𝑦. But since𝑊 is transitive, we must have 𝑧 ∈ 𝑊 ,
contradicting 𝑥 = 𝑦, as required.
As𝑊 is nonempty, we can use foundation to fix 𝑥 ∈ 𝑊 such that 𝑥 ∩ 𝑊 = ∅. Since𝑊 is
transitive, 𝑥 ⊆ 𝑊 , and therefore 𝑥 = ∅ ∈ 𝑊 . Moreover, the statement that 𝑥 = ∅ is Δ0 and
therefore absolute.

Lemma. (ZF) Let𝑊 be a transitive class. Then

(i) if for any pair 𝑥, 𝑦 ∈ 𝑊 , the real pair set {𝑥, 𝑦} lies in 𝑊 , then the axiom of pairing
holds in𝑊 ;

(ii) if for any set 𝑥 ∈ 𝑊 , the union⋃𝑥 lies in𝑊 , then the axiom of union holds in𝑊 ;

(iii) if 𝜔 ∈ 𝑊 , then the axiom of infinity holds in𝑊 ;

(iv) if, for every formula 𝜑 with free variables in {𝑥, 𝑎, 𝑣1,… , 𝑣𝑛}, we have

∀𝑎, 𝑣1,… , 𝑣𝑛 ∈ 𝑊. {𝑥 ∈ 𝑎 ∣ 𝜑𝑊 (𝑥, 𝑎, 𝑣1,… , 𝑣𝑛)} ∈ 𝑊

then the axiom of separation holds in𝑊 ;

(v) if, for every formula𝜑with free variables in {𝑥, 𝑦, 𝑎, 𝑣1,… , 𝑣𝑛}, for all 𝑎, 𝑣1,… , 𝑣𝑛 ∈ 𝑊 ,
if

∀𝑥 ∈ 𝑎. ∃!𝑦 ∈ 𝑊. 𝜑𝑊 (𝑥, 𝑦, 𝑎, 𝑣1,… , 𝑣𝑛)
then

∃𝑏 ∈ 𝑊. {𝑦 ∣ ∃𝑥 ∈ 𝑎. 𝜑𝑊 (𝑥, 𝑦, 𝑎, 𝑣1,… , 𝑣𝑛)} ⊆ 𝑏
then the axiom of replacement holds in𝑊 ;

(vi) if, for every 𝑎 ∈ 𝑊 , there exists 𝑏 ∈ 𝑊 such that 𝒫(𝑎) ∩ 𝑊 = 𝑏, then the axiom of
power set holds in𝑊 .

Corollary. (ZF) If𝑊 is a nonempty transitive class satisfying the conditions of the previous
lemma, it is a model of ZF.
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1.6. Transfinite recursion
Definition. Arelation𝑅 is set-like on a class𝐴 if for all𝑥 ∈ 𝐴, the collection of𝑅-predecessors
of 𝑥 is a set.

Example. ∈ is set-like on V, but ∋ is not set-like on V.

Let 𝐴 be a class, and let 𝜑 be such that 𝐴 = {𝑥 ∣ 𝜑(𝑥)}. Then 𝐴𝑊 = {𝑥 ∣ 𝜑𝑊 (𝑥)}. We say that
𝐴 is absolute for𝑊 if 𝐴𝑊 = 𝐴 ∩ 𝑊 . Viewing a class relation 𝑅 ⊆ V × V as a collection of
ordered pairs {⟨𝑥, 𝑦⟩ ∣ 𝜓(𝑥, 𝑦)}, we have 𝑅𝑊 = {⟨𝑥, 𝑦⟩ ∣ 𝜓𝑊 (𝑥, 𝑦)}, and say that 𝑅 is absolute
for𝑊 if 𝑅𝑊 = 𝑅∩𝑊 2. Observe that if 𝑅 is a class function, we can only refer to the function
𝑅𝑊 if we first check that (∀𝑥. ∃!𝑦. 𝜑(𝑥, 𝑦))𝑊 . In this case, we have 𝑅𝑊 ∶ 𝑊 → 𝑊 , and we
say that 𝑅 is an absolute function for𝑊 iff 𝑅𝑊 = 𝑅|𝑊 .

We briefly recall the transfinite recursion theorem.

Theorem. Let 𝑅 be a relation which is well-founded and set-like on a class 𝐴. Let 𝐹 ∶
𝐴 × V → V be a class function. Given 𝑥 ∈ 𝐴, let pred(𝐴, 𝑥, 𝑅) = {𝑦 ∈ 𝐴 ∣ 𝑦 𝑅 𝑥} be the set
of 𝑅-predecessors of 𝑥 in 𝐴. Then there is a unique function 𝐺 ∶ 𝐴 → V such that for all
𝑥 ∈ 𝐴,

𝐺(𝑥) = 𝐹(𝑥, 𝐺|||pred(𝐴,𝑥,𝑅)
)

We now prove the absoluteness of transfinite recursion.

Theorem. Let 𝑅 be a relation which is well-founded and set-like on a class 𝐴. Let 𝐹 ∶
𝐴×V→ V be a class function, and let 𝐺 ∶ 𝐴 → V be the unique function given by applying
transfinite recursion to 𝐹. Suppose that𝑊 is a transitive model of ZF, and suppose that the
following hold.

(i) 𝐴 and 𝐹 are absolute for𝑊 ;

(ii) 𝑅 is absolute for𝑊 and (𝑅 is set-like on 𝐴)𝑊 ;

(iii) for all 𝑥 ∈ 𝑊 , then pred(𝐴, 𝑥, 𝑅) ⊆ 𝑊 .

Then 𝐺 is absolute for𝑊 .

Proof. By absoluteness, 𝐴𝑊 = 𝐴 ∩ 𝑊 and 𝑅𝑊 = 𝑅 ∩ 𝑊 2. Hence, every nonempty subset
of 𝐴𝑊 has an 𝑅𝑊 -minimal element. In particular, (𝑅 is well-founded on 𝐴)𝑊 . We can then
apply transfinite recursion in𝑊 to define a unique function 𝐺𝑊 ∶ 𝐴𝑊 → 𝑊 such that for
all 𝑥 ∈ 𝐴𝑊 ,

𝐺𝑊 (𝑥) = 𝐹𝑊(𝑥, 𝐺𝑊 |||pred𝑊 (𝐴𝑊 ,𝑥,𝑅𝑊 )
)

To prove absoluteness for𝐺, it suffices to show that𝐺𝑊 = 𝐺|𝐴𝑊 . We show this by transfinite
induction in𝑊 . Suppose that for all 𝑦 𝑅 𝑥, we have 𝐺𝑊 (𝑦) = 𝐺(𝑦). By absoluteness, (iii),
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and the inductive hypothesis, we obtain

𝐺𝑊 (𝑥) = 𝐹𝑊(𝑥, 𝐺𝑊 |||pred𝑊 (𝐴𝑊 ,𝑥,𝑅𝑊 )
) = 𝐹(𝑥, 𝐺|||pred(𝐴,𝑥,𝑅)

) = 𝐺(𝑥)

Corollary. The following are absolute for transitive models of ZFC:

(i) the rank function;

(ii) the transitive closure of a set;

(iii) the addition and multiplication operations of ordinal arithmetic.

1.7. The reflection theorem
In this subsection, we will not use choice.

Recall the Tarski–Vaught test: ifℳ is a substructure of𝒩 with universes𝑀 and 𝑁 respect-
ively, then the following two statements are equivalent.

(i) ℳ is an elementary substructure of𝒩;

(ii) for any formula 𝜑(𝑣,w) and a ∈ 𝑀, if there exists 𝑏 ∈ 𝑁 such that𝒩 ⊨ 𝜑(𝑏, a), then
there exists 𝑐 ∈ 𝑀 such thatℳ ⊨ 𝜑(𝑐, a).

Definition. A finite list of formulas 𝛗 = 𝜑1,… , 𝜑𝑛 is said to be subformula closed if every
subformula of the 𝜑𝑖 is contained on the list.
We can now state a version of the Tarski–Vaught test for classes.

Lemma. Let 𝛗 be a subformula closed list of formulas, and suppose𝑊 ⊆ 𝑍 are nonempty
classes. Then the following two statements are equivalent.

(i) each formula in 𝛗 is absolute for𝑊 and 𝑍;
(ii) whenever 𝜑𝑖 is of the form ∃𝑥. 𝜑𝑗(𝑥, y) where the free variables of 𝜑𝑗 are equal to 𝑥 or

contained in y, then

∀y ∈ 𝑊. (∃𝑥 ∈ 𝑍. 𝜑𝑍𝑗 (𝑥, y) → ∃𝑥 ∈ 𝑊.𝜑𝑍𝑗 (𝑥, y))

Proof. (i) implies (ii). Suppose that each formula in 𝛗 is absolute. Let 𝜑𝑖 be of the form
∃𝑥. 𝜑𝑗(𝑥, y), and fix y ∈ 𝑊 . Then 𝜑𝑍𝑖 (y) is ∃𝑥 ∈ 𝑍. 𝜑𝑍𝑗 (𝑥, y). If this holds, by absoluteness
𝜑𝑊𝑖 (y) holds, so there is 𝑥 ∈ 𝑊 such that 𝜑𝑊𝑗 (𝑥, y). Finally,𝑊 ⊆ 𝑍 and absoluteness of 𝜑𝑗
gives ∃𝑥 ∈ 𝑊.𝜑𝑍𝑗 (𝑥, y).
(ii) implies (i). We show this by induction on the length of 𝜑𝑖. The result if 𝜑𝑖 is atomic
or of the form 𝜑𝑗 ∨ 𝜑𝑘 or ¬𝜑𝑗 is immediate. Suppose 𝜑𝑖 is of the form ∃𝑥. 𝜑𝑗(𝑥, y), and
fix y ∈ 𝑊 . Then 𝜑𝑍𝑖 (y) is equivalent to the statement ∃𝑥 ∈ 𝑍. 𝜑𝑍𝑗 (𝑥, y). By (ii), this gives
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∃𝑥 ∈ 𝑊.𝜑𝑍𝑗 (𝑥, y). Since𝑊 ⊆ 𝑍, the reverse implication is trivial. But ∃𝑥 ∈ 𝑊.𝜑𝑍𝑗 (𝑥, y) is
equivalent to the statement that 𝜑𝑊𝑖 (y) holds, as required.

Theorem (reflection theorem). Let𝑊 be a nonempty class, and suppose that there is a class
function 𝐹𝑊 such that for any ordinal 𝛼, 𝐹𝑊 (𝛼) = 𝑊𝛼 ∈ V. Suppose that

(i) if 𝛼 < 𝛽, then𝑊𝛼 ⊆ 𝑊 𝛽;

(ii) if 𝜆 is a limit ordinal, then𝑊 𝜆 = ⋃𝛼<𝜆𝑊𝛼;

(iii) 𝑊 = ⋃𝛼∈Ord𝑊𝛼.

Then for any finite list of formulas 𝛗 = 𝜑1,… , 𝜑𝑛, ZF proves that for every 𝛼 there is a limit
ordinal 𝛽 > 𝛼 such that the 𝜑𝑖 are absolute between𝑊 𝛽 and𝑊 .

One example of such a class function is𝑊𝛼 = V𝛼.

Corollary (Montague–Lévy reflection). For any finite list of formulas 𝛗 = 𝜑1,… , 𝜑𝑛, ZF
proves that for every 𝛼 there is a limit ordinal 𝛽 > 𝛼 such that the 𝜑𝑖 are absolute for V𝛽.
We now prove the reflection theorem.

Proof. Let 𝛗 = 𝜑1,… , 𝜑𝑛 be a finite list of formulas. By extending the list and taking logical
equivalences if necessary, we will assume that this list is subformula-closed and that there
are no universal quantifiers. For 𝑖 ≤ 𝑛, we will define a function𝐺𝑖 ∶ Ord→ Ord as follows.
If 𝜑𝑖 is of the form ∃𝑥. 𝜑𝑗(𝑥, y) where y is a tuple of length 𝑘𝑖, we will define a function
𝐹𝑖 ∶ 𝑊 𝑘𝑖 → Ord by setting

𝐹𝑖(y) = {0 if ¬∃𝑥 ∈ 𝑊.𝜑𝑊𝑗 (𝑥, y)
𝜂 where 𝜂 is the least ordinal such that ∃𝑥 ∈ 𝑊𝜂. 𝜑𝑊𝑗 (𝑥, y)

We set
𝐺𝑖(𝛿) = sup {𝐹𝑖(y) ∣ 𝑦 ∈ 𝑊𝑘𝑖

𝛿 }

If 𝜑𝑖 is not of this form, we set 𝐺𝑖(𝛿) = 0 for all 𝛿. Finally, we let

𝐾(𝛿) = max {𝛿 + 1, 𝐺1(𝛿),… ,𝐺𝑛(𝛿)}

Note that the 𝐹𝑖 work in an analogous way to Skolem functions, but does not require choice.
The 𝐹𝑖 are well-defined, and, using replacement in V, since𝑊 𝛿 is a set, 𝐹″𝑖 𝑊

𝑘𝑖
𝛿 is also a set

in V, so 𝐺𝑖 and 𝐾 are both defined and take values in Ord. Also, 𝐺𝑖 is monotone: if 𝛿 ≤ 𝛿′
then 𝐺𝑖(𝛿) ≤ 𝐺(𝛿′).
We claim that for every 𝛼 there is a limit ordinal 𝛽 > 𝛼 such that for all 𝛿 < 𝛽 and 𝑖 ≤ 𝑛, we
have𝐺𝑖(𝛿) < 𝛽; that is, 𝛽 is closed under this process of finding witnesses. Set 𝜆0 = 𝛼 and let
𝜆𝑡+1 = 𝐾(𝜆𝑡). Then we set 𝛽 = sup𝑡∈𝜔 𝜆𝑡, which is a limit ordinal as it is the supremum of a
strictly increasing sequence of ordinals. If 𝛿 < 𝛽, then 𝛿 < 𝜆𝑡 for some 𝑡, so 𝐺𝑖(𝛿) ≤ 𝐺𝑖(𝜆𝑡)
by monotonicity, but 𝐺𝑖(𝜆𝑡) ≤ 𝐾(𝜆𝑡) = 𝜆𝑡+1 < 𝛽 as required.
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To complete the theorem, it suffices to consider 𝜑𝑖 of the form ∃𝑥. 𝜑𝑗(𝑥, y) by the Tarski–
Vaught test for classes above. Fix y ∈ 𝑊 𝛽, and suppose there exists 𝑥 ∈ 𝑊 such that
𝜑𝑊𝑗 (𝑥, y). Since 𝛽 is a limit ordinal and y is a finite sequence in𝑊 𝛽, we must have y ∈ 𝑊𝛾
for some 𝛾 < 𝛽. Thus

0 < 𝐹𝑖(y) ≤ 𝐺𝑖(𝛾) < 𝛽

so by construction, there exists a witness 𝑥 ∈ 𝑊 𝛽 such that 𝜑𝑊𝑗 (𝑥, y). Hence 𝛗 is absolute
between𝑊 𝛽 and𝑊 as required.

Remark. This is a theorem scheme; for every choice of formulas 𝛗, it is a theorem of ZF that
𝛗 are absolute for some V𝛽. We cannot prove that for every collection of formulas 𝛗, for
all ordinals 𝛼 there exists 𝛽 > 𝛼 such that 𝛗 is absolute for 𝑊 𝛽,𝑊 . Note that even if 𝛗 is
absolute for𝑊 𝛽 and𝑊 , we need not have 𝛗𝑊𝛽 .

If 𝛗 is any finite list of axioms of ZF, then there are arbitrarily large 𝛽 such that 𝛗 holds
in V𝛽. If 𝛽 is a limit ordinal, V𝛽 ⊨ Z(C), so we may restrict our attention to instances of
replacement.

Corollary. Let 𝑇 be an extension of ZF in ℒ∈, and let 𝜑1,… , 𝜑𝑛 be a finite list of axioms
from 𝑇. Then 𝑇 proves that for every 𝛼 there exists 𝛽 > 𝛼 such that (⋀𝑛

𝑖=1 𝜑𝑖)
V𝛽 .

Corollary. (ZFC) Let𝑊 be a class and let 𝜑1,… , 𝜑𝑛 be a finite list of formulas in ℒ∈. Then
ZFC proves that for every transitive 𝑥 ⊆ 𝑊 , there exists some transitive 𝑦 ⊇ 𝑥 such that the
𝜑𝑖 are absolute between 𝑦 and𝑊 , and |𝑦| ≤ max {𝑤, |𝑥|}.

Taking 𝑥 = 𝜔 and𝑊 = V gives the following result.

Corollary. Let 𝑇 be any set of sentences inℒ∈ such that 𝑇 ⊢ ZFC. Let 𝜑𝑖,… , 𝜑𝑛 ∈ 𝑇. Then
𝑇 proves that there is a transitive set 𝑦 of cardinality ℵ0 such that (⋀

𝑛
𝑖=1 𝜑𝑖)

𝑦
.

Corollary. Let 𝑇 be any consistent set of sentences in ℒ∈ such that 𝑇 ⊢ ZF. Then 𝑇 is not
finitely axiomatisable. That is, for any finite set of sentences Γ in ℒ∈ such that 𝑇 ⊢ Γ, there
exists a sentence 𝜑 such that 𝑇 ⊢ 𝜑 but Γ ⊬ 𝜑.

This only holds for first-order theories; for example, Gödel–Bernays set theory is finitely
axiomatisable.

Proof. Let 𝜑1,… , 𝜑𝑛 be a set of sentences such that 𝑇 ⊢ ⋀𝑛
𝑖=1 𝜑𝑖. Suppose that ⋀

𝑛
𝑖=1 𝜑𝑖

proves every axiom of 𝑇. By reflection, 𝑇 proves that for every 𝛼 there is 𝛽 > 𝛼 such that
the 𝜑𝑖 hold in V𝛽 if and only if they hold in V. Since they hold in V, they must hold in some
V𝛽. Fix 𝛽0 to be the least ordinal such that⋀

𝑛
𝑖=1 𝜑

V𝛽0
𝑖 . Then all of the axioms of 𝑇 hold in

V𝛽0 , so V𝛽0 ⊨ 𝑇. Since 𝑇 extends ZF, our basic absoluteness results hold, so in particular, if
𝛼 ∈ V𝛽0 then

V
V𝛽0
𝛼 = V𝛼 ∩ V𝛽0 = V𝛼
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So V𝛼 is absolute for V𝛽0 . Note that 𝑇 proves that there exists 𝛼 such that⋀𝑛
𝑖=1 𝜑

V𝛼
𝑖 , but as

V𝛽0 satisfies every axiom of 𝑇, this must be true in V𝛽0 . That is, there must be 𝛼 < 𝛽0 such
that⋀𝑛

𝑖=1 𝜑
V𝛼
𝑖 . This contradicts minimality of 𝛽0.

1.8. Cardinal arithmetic
In this subsection, we will use the axiom of choice. We recall the following basic definitions
and results.

Definition. The cardinality of a set 𝑥, written |𝑥| is the least ordinal 𝛼 such that there is a
bijection 𝑥 → 𝛼.
This definition only makes sense given the well-ordering principle.

Definition. The cardinal arithmetic operations are defined as follows. Let 𝜅, 𝜆 be cardinals.
(i) 𝜅 + 𝜆 = |0 × 𝜅 ∪ 1 × 𝜆|;
(ii) 𝜅 ⋅ 𝜆 = |𝜅 × 𝜆|;
(iii) 𝜅𝜆 = ||𝜅𝜆||, the cardinality of the set of functions 𝜆 → 𝜅;
(iv) 𝜅<𝜆 = sup {𝜅𝛼 ∣ 𝛼 < 𝜆, 𝛼 a cardinal}.
Theorem (Hessenberg). If 𝜅, 𝜆 are infinite cardinals, then

𝜅 + 𝜆 = 𝜅 ⋅ 𝜆 = max {𝜅, 𝜆}

Lemma. If 𝜅, 𝜆, 𝜇 are cardinals, then

𝜅𝜆+𝜇 = 𝜅𝜆 ⋅ 𝜅𝜇; (𝜅𝜆)𝜇 = 𝜅𝜆⋅𝜇

Definition. A map between ordinals 𝛼 → 𝛽 is cofinal if sup ran𝑓 = 𝛽. The cofinality of an
ordinal 𝛾, written cf(𝛾), is the least ordinal that admits a cofinal map to 𝛾. A limit ordinal 𝛾
is singular if cf(𝛾) < 𝛾, and regular if cf(𝛾) = 𝛾.
Remark. (i) Since the identity map is always cofinal, we have cf(𝛾) ≤ 𝛾.
(ii) 𝜔 = cf(𝜔) = cf(𝜔 + 𝜔) = cf(ℵ𝜔).
(iii) cf(𝛾) ≤ |𝛾|.
Theorem. Let 𝛾 be a limit ordinal. Then
(i) if 𝛾 is regular, 𝛾 is a cardinal;
(ii) the cardinal successor 𝛾+ is a regular cardinal;
(iii) cf(cf(𝛾)) = cf(𝛾), so cf(𝛾) is regular;
(iv) ℵ𝛼 is regular whenever 𝛼 = 0 or a successor;
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(v) if 𝜆 is a limit ordinal, cf(ℵ𝜆) = cf(𝜆).
Theorem. Let 𝜅 be a regular cardinal. If ℱ is a family of sets with |ℱ| < 𝜅 and each |𝑋| < 𝜅
for 𝑋 ∈ ℱ, then ||⋃ℱ|| < 𝜅.

Proof. We show this by induction on |ℱ| = 𝛾 < 𝜅. Suppose the claim holds for 𝛾, and
consider ℱ = {𝑋𝛼 ∣ 𝛼 < 𝛾 + 1}. Then, assuming the sets involved are infinite,

||⋃ℱ|| =
||||⋃𝛼<𝛾

𝑋𝛼 ∪ 𝑋𝛾
||||
=
||||⋃𝛼<𝛾

𝑋𝛼
||||
+ ||𝑋𝛾|| = max {

||||⋃𝛼<𝛾
𝑋𝛼
||||
, ||𝑋𝛾||} < 𝜅

Now suppose 𝛾 is a limit, and suppose the claim holds for all 𝛽 < 𝛾. Let ℱ = {𝑋𝛼 ∣ 𝛼 < 𝛾},
and define 𝑔 ∶ 𝛾 → 𝜅 by

𝑔(𝛽) =
||||⋃𝛼<𝛽

𝑋𝛽
||||

But 𝜅 is regular and 𝛾 < 𝜅, so this map is not cofinal. Hence 𝑔″𝛾 = ||⋃ℱ|| < 𝜅.

We can generalise the notions of cardinal sum and product as follows.

Definition. Let (𝜅𝑖)𝑖∈𝐼 be an indexed sequence of cardinals, and let (𝑋𝑖)𝑖∈𝐼 be a sequence
of pairwise disjoint sets with |𝑋𝑖| = 𝜅𝑖 for all 𝑖 ∈ 𝐼. Then the cardinal sum of (𝜅𝑖) is

∑
𝑖∈𝐼

𝜅𝑖 =
||||⋃𝑖∈𝐼

𝑋𝑖
||||

The cardinal product is

∏
𝑖∈𝐼

𝜅𝑖 =
||||
∏
𝑖∈𝐼

𝑋𝑖
||||

where∏𝑖∈𝐼 𝑋𝑖 denotes the set of functions 𝑓 ∶ 𝐼 → ⋃𝑖∈𝐼 𝑋𝑖 such that 𝑓(𝑖) ∈ 𝑋𝑖 for each 𝑖.
The following theorem generalises Cantor’s diagonal argument.

Theorem (König’s theorem). Let 𝐼 be an indexing set, and suppose that 𝜅𝑖 < 𝜆𝑖 for all 𝑖 ∈ 𝐼.
Then

∑
𝑖∈𝐼

𝜅𝑖 <∏
𝑖∈𝐼

𝜆𝑖

Proof. Let (𝐵𝑖)𝑖∈𝐼 be a sequence of disjoint sets with |𝐵𝑖| = 𝜆𝑖, and let𝐵 = ∏𝑖∈𝐼 𝐵𝑖. It suffices
to show that for any sequence (𝐴𝑖)𝑖∈𝐼 of subsets of 𝐵 such that for all 𝑖 ∈ 𝐼, |𝐴𝑖| = 𝜅𝑖, then

⋃
𝑖∈𝐼

𝐴𝑖 ≠ 𝐵

Given such a sequence, we let 𝑆 𝑖 be the projection of 𝐴𝑖 onto its 𝑖th coordinate.

𝑆 𝑖 = {𝑓(𝑖) ∣ 𝑓 ∈ 𝐴𝑖}
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Then by definition, 𝑆 𝑖 ⊆ 𝐵𝑖, and

|𝑆 𝑖| ≤ |𝐴𝑖| = 𝜅𝑖 < 𝜆𝑖 = |𝐵𝑖|

Fix 𝑡𝑖 ∈ 𝐵𝑖 ∖ 𝑆 𝑖. Finally, we define 𝑔 ∈ 𝐵 by 𝑔(𝑖) = 𝑡𝑖; by construction, we have 𝑔 ∉ 𝐴𝑖 for all
𝑖, so 𝑔 ∈ 𝐵 but 𝑔 ∉ ⋃𝑖∈𝐼 𝐴𝑖.

Corollary. If 𝜅 ≥ 2 and 𝜆 is infinite, then

𝜅𝜆 > 𝜆

Proof.
𝜆 = ∑

𝛼<𝜆
1 <∏

𝛼<𝜆
2 = 2𝜆 ≤ 𝜅𝜆

Corollary. cf(2𝜆) > 𝜆.

Proof. Let 𝑓 ∶ 𝜆 → 2𝜆, we show that ||⋃𝑓″𝜆|| < 2𝜆. Since for all 𝑖 ∈ 𝐼, we have 𝑓(𝑖) < 2𝜆, we
deduce

||⋃𝑓″𝜆|| ≤ ∑
𝑖<𝜆

|𝑓(𝑖)| <∏
𝑖<𝜆

2𝜆 = (2𝜆)𝜆 = 2𝜆⋅𝜆 = 2𝜆

Corollary. 2ℵ0 ≠ 𝜅 for any 𝜅 of cofinality ℵ0. In particular, 2ℵ0 ≠ ℵ𝜔.

Corollary. 𝜅cf(𝜅) > 𝜅 for every infinite cardinal 𝜅.
We can prove very little in general about cardinal exponentiation given ZFC.

Definition. The generalised continuum hypothesis is the statement that 2𝜅 = 𝜅+ for every
infinite cardinal 𝜅. Equivalently, 2ℵ𝛼 = ℵ𝛼+1.

Under this assumption, we can show the following.

Theorem. (ZFC + GCH) Let 𝜅, 𝜆 be infinite cardinals.
(i) if 𝜅 < 𝜆, then 𝜅𝜆 = 𝜆+;
(ii) if cf(𝜅) ≤ 𝜆 < 𝜅, then 𝜅𝜆 = 𝜅+;
(iii) if 𝜆 < cf(𝜅), then 𝜅𝜆 = 𝜅.
Whenwe constructmodels with certain properties of cardinal arithmetic, wewill oftenwant
to startwith amodel satisfyingGCH so thatwehave full control over cardinal exponentiation.
Without this assumption, we know much less. The following theorems are essentially the
only restrictions that we have on regular cardinals that are provable in ZFC.

Theorem. Let 𝜅, 𝜆 be cardinals. Then
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(i) if 𝜅 < 𝜆, then 2𝜅 ≤ 2𝜆;
(ii) cf(2𝜅) > 𝜅;
(iii) if 𝜅 is a limit cardinal, then 2𝜅 = (2<𝜅)cf(𝜅).
Theorem. Let 𝜅, 𝜆 be infinite cardinals. Then
(i) if 𝜅 ≤ 𝜆, then 𝜅𝜆 = 2𝜆;
(ii) if 𝜇 < 𝜅 is such that 𝜇𝜆 ≥ 𝜅, then 𝜅𝜆 = 𝜇𝜆;
(iii) if 𝜅 > 𝜆 and 𝜇𝜆 < 𝜅 for all 𝜇 < 𝜅, then

(a) if cf(𝜅) > 𝜆, then 𝜅𝜆 = 𝜅;
(b) if cf(𝜅) ≤ 𝜆, then 𝜅𝜆 = 𝜅cf(𝜅).

Theorem (Silver). Suppose that 𝜅 is a singular cardinal such that cf(𝜅) > ℵ0 and 2𝛼 = 𝛼+
for all 𝛼 < 𝜅. Then 2𝜅 = 𝜅+.
This theorem therefore states that the generalised continuum hypothesis cannot first break
at a singular cardinal with cofinality larger than ℵ0.

Remark. It is consistent (relative to large cardinals, such as a measurable cardinal) to have
2ℵ𝑛 = ℵ𝑛+1 for all 𝑛 ∈ 𝜔, but 2ℵ𝜔 = ℵ𝜔+2.

Theorem (Shelah). Suppose that 2ℵ𝑛 < ℵ𝜔 for all 𝑛 ∈ 𝜔, so ℵ𝜔 is a strong limit cardinal.
Then 2ℵ𝜔 < ℵ𝜔4 .

It is not known if this bound can be improved, but it is conjectured that 2ℵ𝜔 < ℵ𝜔1 .
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2. Constructibility
In this section, we will prove

Con(ZF) → Con(ZFC + GCH)

2.1. Definable sets
Recall that the V𝛼 hierarchy has the property that V𝛼+1 = 𝒫(V𝛼). We will construct a uni-
verse L in which we restrict to the ‘nice’ subsets.

Definition. A set 𝑥 is said to be definable over (𝑀,∈) if there exist 𝑎1,… , 𝑎𝑛 ∈ 𝑀 and a
formula 𝜑 such that

𝑥 = {𝑧 ∈ 𝑀 ∣ (𝑀,∈) ⊨ 𝜑(𝑧, 𝑎1,… , 𝑎𝑛)}
We write

Def(𝑀) = {𝑥 ⊆ 𝑀 ∣ 𝑥 is definable over𝑀}

Remark. (i) 𝑀 ∈ Def(𝑀).
(ii) 𝑀 ⊆ Def(𝑀) ⊆ 𝒫(𝑀).

This definition involves a quantification over infinitely many formulas, so is not yet fully
formalised. One method to do this is to code formulas as elements of V𝜔, called Gödel
codes. We can then use Tarski’s satisfaction relation to define a formula Sat, and can then
prove

Sat(𝑀, 𝐸, ⌜𝜑⌝, 𝑥1,… , 𝑥𝑛) ↔ (𝑀,∈) ⊨ 𝜑(𝑥1,… , 𝑥𝑛)
where ⌜𝜑⌝ ∈ 𝑉𝜔 is the Gödel code for 𝜑. We will later use a different method to formalise it,
but for now we will assume that this is well-defined.

2.2. Defining the constructible universe
We define the L𝛼 hierarchy by transfinite recursion as follows.

L0 = ∅; L𝛼+1 = Def(L𝛼); L𝜆 = ⋃
𝛼<𝜆

L𝛼; L = ⋃
𝛼∈Ord

L𝛼

Lemma. For any ordinals 𝛼, 𝛽,
(i) if 𝛽 ≤ 𝛼 then L𝛽 ⊆ L𝛼;

(ii) if 𝛽 < 𝛼 then L𝛽 ∈ L𝛼;

(iii) L𝛼 is transitive;

(iv) the ordinals of L𝛼 are precisely 𝛼;
(v) L is transitive and Ord ⊆ L.
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Definition. Let 𝑇 be a set of axioms in ℒ∈, and let𝑊 be a class. Then𝑊 is called an inner
model of 𝑇 if

(i) 𝑊 is a transitive class;

(ii) Ord ⊆ 𝑊 ;

(iii) 𝑇𝑊 is true; that is, for every formula 𝜑 in 𝑇, we have 𝜑𝑊 .
Theorem. L is an inner model of ZF.

This is a theorem scheme; for every axiom of ZF, we can prove its relativisation to L.

Proof. By the previous lemma, it suffices to check that ZFL holds.

• Since L is transitive, L satisfies extensionality and foundation.

• For the axiom of empty set, we use the fact that ∅L = ∅ = L0 ∈ L.

• For pairing, given 𝑎, 𝑏 ∈ L, we must show {𝑎, 𝑏} ∈ L. Fix 𝛼 such that 𝑎, 𝑏 ∈ L𝛼. Then

{𝑎, 𝑏} = {𝑥 ∈ L𝛼 ∣ (L𝛼, ∈) ⊨ 𝑥 = 𝑎 ∨ 𝑥 = 𝑏} ∈ Def(L𝛼)

• For union, let 𝑎 ∈ L𝛼. By transitivity,⋃𝑎 ⊆ L𝛼. Then

⋃𝑎 = {𝑥 ∈ L𝛼 ∣ (L𝛼, ∈) ⊨ ∃𝑧. (𝑧 ∈ 𝑎 ∧ 𝑥 ∈ 𝑧)} ∈ Def(L𝛼)

• For infinity, note that

𝜔 = {𝑛 ∈ L𝜔 ∣ (L𝜔, ∈) ⊨ 𝑛 ∈ Ord} ∈ Def(L𝛼)

• Consider separation. Let 𝜑 be a formula, and let 𝑎,u ∈ L𝛼. We claim that

𝑏 = {𝑥 ∈ 𝑎 ∣ 𝜑L(𝑥,u)} ∈ L

This implicitly uses the fact that L is definable. Using the reflection theorem, there is
𝛽 > 𝛼 such that

ZF ⊢ ∀𝑥 ∈ L𝛽. (𝜑L(𝑥,u) ↔ 𝜑L𝛽 (𝑥,u))
Moreover, 𝜑L𝛽 (𝑥,u) holds if and only if (L𝛽, ∈) ⊨ 𝜑(𝑥,u). We thus obtain

{𝑥 ∈ 𝑎 ∣ 𝜑L(𝑥,u)} = {𝑥 ∈ 𝑎 ∣ 𝜑L𝛽 (𝑥,u)} = {𝑥 ∈ L𝛽 ∣ (L𝛽, ∈) ⊨ 𝜑(𝑥,u) ∧ 𝑥 ∈ 𝑎} ∈ Def(L𝛽)

• We now consider replacement. It suffices to show that if 𝑎 ∈ L and 𝑓 ∶ 𝑎 → L is a
definable function, then there exists 𝛾 ∈ Ord such that 𝑓″𝑎 ⊆ L𝛾, since then we can
use separation. First, observe that for every 𝑥 ∈ 𝑎, there exists 𝛽 ∈ Ord such that
𝑓(𝑥) ∈ L𝛽. Using replacement in V, there exists an ordinal 𝛾 such that for all 𝑥 ∈ 𝑎,
there exists 𝛽 < 𝛾 such that 𝑓(𝑥) ∈ L𝛽. As L𝛽 ⊆ L𝛾, we thus obtain for all 𝑥 ∈ 𝑎 that
𝑓(𝑥) ∈ L𝛾.
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• Finally, consider the axiom of power set. It suffices to prove that if 𝑥 ∈ L then 𝒫(𝑥) ∩
L ∈ L. Take 𝑥 ∈ L. Using replacement in V, we can fix an ordinal 𝛾 such that 𝒫(𝑥) ∩
L ⊆ L𝛾. Then

𝒫(𝑥) ∩ L = {𝑧 ∈ L𝛾 ∣ (L, ∈) ⊨ 𝑧 ⊆ 𝑥} ∈ Def(L𝛾)

2.3. Gödel functions
We will now formally define L. For clarity, we will define the ordered triple ⟨𝑎, 𝑏, 𝑐⟩ to be
⟨𝑎, ⟨𝑏, 𝑐⟩⟩.
Definition. The Gödel functions are the following collection of functions on two variables.

(i) ℱ1(𝑥, 𝑦) = {𝑥, 𝑦};
(ii) ℱ2(𝑥, 𝑦) = ⋃𝑥;
(iii) ℱ3(𝑥, 𝑦) = 𝑥 ∖ 𝑦;
(iv) ℱ4(𝑥, 𝑦) = 𝑥 × 𝑦;
(v) ℱ5(𝑥, 𝑦) = dom𝑥 = {𝜋1(𝑧) ∣ 𝑧 ∈ 𝑥 ∧ 𝑧 is an ordered pair};
(vi) ℱ6(𝑥, 𝑦) = ran𝑥 = {𝜋2(𝑧) ∣ 𝑧 ∈ 𝑥 ∧ 𝑧 is an ordered pair};
(vii) ℱ7(𝑥, 𝑦) = {⟨𝑢, 𝑣, 𝑤⟩ ∣ ⟨𝑢, 𝑣⟩ ∈ 𝑥,𝑤 ∈ 𝑦};
(viii) ℱ8(𝑥, 𝑦) = {⟨𝑢, 𝑤, 𝑣⟩ ∣ ⟨𝑢, 𝑣⟩ ∈ 𝑥,𝑤 ∈ 𝑦};
(ix) ℱ9(𝑥, 𝑦) = {⟨𝑣, 𝑢⟩ ∈ 𝑦 × 𝑥 ∣ 𝑢 = 𝑣};
(x) ℱ10(𝑥, 𝑦) = {⟨𝑣, 𝑢⟩ ∈ 𝑦 × 𝑥 ∣ 𝑢 ∈ 𝑣}.

Proposition. The following can all be written as a finite combination of Gödel functions
(i)–(vii).

{𝑥}; 𝑥 ∪ 𝑦; 𝑥 ∩ 𝑦; ⟨𝑥, 𝑦⟩; ⟨𝑥, 𝑦, 𝑧⟩

Proposition. For every 𝑖 ∈ {1,… , 10}, the statement 𝑧 = ℱ 𝑖(𝑥, 𝑦) can be written using a Δ0
formula. Hence, these formulas are absolute.

Lemma (Gödel normal form). For every Δ0 formula 𝜑(𝑥1,… , 𝑥𝑛) with free variables con-
tained in {𝑥1,… , 𝑥𝑛}, there is a term ℱ𝜑 built from the symbols ℱ1,… ,ℱ10 such that

ZF ⊢ ∀𝑎1,… , 𝑎𝑛. ℱ𝜑(𝑎1,… , 𝑎𝑛) = {⟨𝑥𝑛,… , 𝑥1⟩ ∈ 𝑎𝑛 ×⋯× 𝑎1 ∣ 𝜑(𝑥1,… , 𝑥𝑛)}

Remark. (i) The reversed order of the free variables is done purely for technical reasons.

(ii) ℱ2 will correspond to disjunction for Δ0 formulas, intersection will correspond to in-
tersection, ℱ3 will give negation, and ℱ9 and ℱ10 will give atomic formulas.
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(iii) ℱ7 and ℱ8 will deal with ordered 𝑛-tuples. The triple ⟨𝑥1, 𝑥2, 𝑥3⟩, this is formed using
𝑥1 and ⟨𝑥2, 𝑥3⟩. However, it cannot be formed using ⟨𝑥1, 𝑥2⟩ and 𝑥3.

Proof. We show this by induction on the classΔ0. We call a formula𝜑 a termed formula if the
conclusion of the lemma holds for 𝜑; we aim to show that every Δ0-formula is a termed for-
mula. We will only use the logical symbols ∧, ∨, ¬, ∃, and the only occurrence of existential
quantification will be in formulas of the form

𝜑(𝑥1,… , 𝑥𝑛) ≡ ∃𝑥𝑛+1 ∈ 𝑥𝑗 . 𝜓(𝑥1,… , 𝑥𝑛+1)

where 𝑗 ≤ 𝑚 ≤ 𝑛. For example, we allow ∃𝑥3 ∈ 𝑥1. (𝑥1 ∈ 𝑥2 ∧ 𝑥3 = 𝑥1), but we disallow
∃𝑥1 ∈ 𝑥2. 𝜓 and ∃𝑥3 ∈ 𝑥1. (𝑥3 ∈ 𝑥2 ∧∃𝑥4 ∈ 𝑥1. 𝜓). Every Δ0-formula is equivalent to one of
this form. We allow for dummy variables, so 𝜑(𝑥1, 𝑥2) ≡ 𝑥1 ∈ 𝑥2 and 𝜑(𝑥1, 𝑥2, 𝑥3) ≡ 𝑥1 ∈
𝑥2 are distinct. This proof will take place in four parts: first some logical points, then we
consider propositional formulas, then atomic formulas, and finally bounded existentials.

Part (i): logical points. We make the following remarks.

• If ZF ⊢ 𝜑(x) ↔ 𝜓(x) and 𝜑(x) is a termed formula, then 𝜓 is also a termed formula.
This is immediate from the definition, since we can let ℱ𝜓 = ℱ𝜑.

• For all𝑚, 𝑛, if 𝜑(𝑥1,… , 𝑥𝑛) ≡ 𝜓(𝑥1,… , 𝑥𝑚) and 𝜓 is a termed formula, then so is 𝜑. If
𝑛 ≥ 𝑚, we can show this by induction on 𝑛. The base case 𝑛 = 𝑚 is trivial. For the
inductive step, suppose

𝜑(𝑥1,… , 𝑥𝑛+1) ≡ 𝜓(𝑥1,… , 𝑥𝑚)

Then, we can write
𝜑(𝑥1,… , 𝑥𝑛+1) ≡ 𝜃(𝑥1,… , 𝑥𝑛)

where 𝜃 is a termed formula. Then

ℱ𝜑(𝑎1,… , 𝑎𝑛, 𝑎𝑛+1) = 𝑎𝑛+1 × ℱ𝜃(𝑎1,… , 𝑎𝑛) = ℱ4(𝑎𝑛+1, ℱ𝜃(𝑎1,… , 𝑎𝑛))

giving the result by the inductive hypothesis. This is the reason for reversing the order:
because the ordered triple ⟨𝑥, 𝑦, 𝑧⟩ is ⟨𝑥, ⟨𝑦, 𝑧⟩⟩, the map

{⟨𝑥1, 𝑥2⟩ ∈ 𝑎1 × 𝑎2 ∣ 𝜃(𝑥1, 𝑥2)} ↦ {⟨𝑥1, 𝑥2, 𝑥3⟩ ∈ 𝑎1 × 𝑎2 × 𝑎3 ∣ 𝜃(𝑥1, 𝑥2)}

is muchmore complicated to implement in Gödel functions. We prove the case 𝑛 ≤ 𝑚
by induction; if

𝜑(𝑥1,… , 𝑥𝑛−1) ≡ 𝜓(𝑥1,… , 𝑥𝑚)
then

𝜑(𝑥1,… , 𝑥𝑛−1) ≡ 𝜃(𝑥1,… , 𝑥𝑛)
and

{0} = {ℱ3(𝑎1, 𝑎1)} = ℱ1(ℱ3(𝑎1, 𝑎1), ℱ3(𝑎1, 𝑎1))
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Then

ℱ𝜑(𝑎1,… , 𝑎𝑛−1) = {⟨𝑥𝑛−1,… , 𝑥1⟩ ∈ 𝑎𝑛−1 ×⋯× 𝑎1 ∣ 𝜑(𝑥1,… , 𝑥𝑛−1)}
= ran({⟨0, 𝑥𝑛−1,… , 𝑥1⟩ ∈ {0} × 𝑎𝑛−1 ×⋯× 𝑎1 ∣ 𝜃(𝑥1,… , 𝑥𝑛−1, 0)})
= ℱ6(ℱ𝜃(𝑎1,… , 𝑎𝑛−1), ℱ1(ℱ3(𝑎1, 𝑎1), ℱ3(𝑎1, 𝑎1)), 𝑎1)

• If 𝜓(𝑥1,… , 𝑥𝑛) is a termed formula and

𝜑(𝑥1,… , 𝑥𝑛+1) = 𝜓(𝑥1,… , 𝑥𝑛−1, 𝑥𝑛+1/𝑥𝑛)

then 𝜑 is a termed formula. First, if 𝑛 = 1, we have a termed formula 𝜓(𝑥1) and
consider 𝜓(𝑥2/𝑥1). Then

ℱ𝜑(𝑎1, 𝑎2) = {⟨𝑥2, 𝑥1⟩ ∈ 𝑎2 × 𝑎1 ∣ 𝜓(𝑥2)}
= {⟨𝑥2, 𝑥1⟩ ∣ 𝑥1 ∈ 𝑎1 ∧ 𝑥2 ∈ ℱ𝜓(𝑎2)}
= ℱ𝜓(𝑎2) × 𝑎1
= ℱ4(ℱ𝜓(𝑎2), 𝑎1)

If 𝑛 > 1, we have

ℱ𝜑(𝑎1,… , 𝑎𝑛+1) = {⟨𝑥𝑛+1,… , 𝑥1⟩ ∣ 𝑥𝑛 ∈ 𝑎𝑛 ∧ ⟨𝑥𝑛+1, 𝑥𝑛−1,… , 𝑥1⟩ ∈ ℱ𝜓(𝑎1,… , 𝑎𝑛−1, 𝑎𝑛+1)}
= ℱ8(ℱ𝜓(𝑎1,… , 𝑎𝑛−1, 𝑎𝑛+1), 𝑎𝑛)

• If 𝜓(𝑥1, 𝑥2) is a termed formula, and

𝜑(𝑥1,… , 𝑥𝑛) ≡ 𝜓(𝑥𝑛−1/𝑥1, 𝑥𝑛/𝑥2)

then 𝜑 is a termed formula. This is trivial if 𝑛 = 2, so we assume 𝑛 > 2. Then

ℱ𝜑(𝑎1,… , 𝑎𝑛) = {⟨𝑥𝑛,… , 𝑥1⟩ ∈ 𝑎𝑛 ×⋯× 𝑎1 ∣ ⟨𝑥𝑛, 𝑥𝑛−1⟩ ∈ ℱ𝜓(𝑎𝑛−1, 𝑎𝑛)}
= ℱ7(ℱ𝜓(𝑎𝑛−1, 𝑎𝑛), 𝑎𝑛−2 ×⋯× 𝑎1)

Part (ii): propositional connectives.

• If 𝜑 is a termed formula, then so is ¬𝜑.

ℱ¬𝜑(𝑎1,… , 𝑎𝑛) = (𝑎𝑛 ×⋯× 𝑎1) ∖ ℱ𝜑(𝑎1,… , 𝑎𝑛)

• If 𝜑, 𝜓 are termed formulas, then so is 𝜑 ∨ 𝜓.

ℱ𝜑∨𝜓(𝑎1,… , 𝑎𝑛) = ℱ𝜑(𝑎1,… , 𝑎𝑛) ∪ ℱ𝜓(𝑎1,… , 𝑎𝑛)

It is easy to see that unions can be formed using Gödel functions.
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• Conjunctions are similar to disjunctions.

ℱ𝜑∧𝜓(𝑎1,… , 𝑎𝑛) = ℱ𝜑(𝑎1,… , 𝑎𝑛) ∩ ℱ𝜓(𝑎1,… , 𝑎𝑛)

Part (iii): atomic formulas.

• Consider 𝜑(𝑥1,… , 𝑥𝑛) ≡ 𝑥𝑖 = 𝑥𝑗 . We show that this is a termed formula for all 𝑖, 𝑗 ≤ 𝑛.
Suppose 𝑖 = 1 and 𝑗 = 2. In this case,

ℱ9(𝑎1, 𝑎2) = {⟨𝑥2, 𝑥1⟩ ∈ 𝑎2 × 𝑎1 ∣ 𝑥1 = 𝑥2}

so ℱ𝜑 is formed using ℱ9 and the discussion on dummy variables. Now suppose 𝑗 ≥ 𝑖.
We prove this by induction. First, if 𝑖 = 𝑗, then

ℱ𝜑 = {⟨𝑥𝑛,… , 𝑥1⟩ ∈ 𝑎𝑛 ×⋯× 𝑎1 ∣ 𝑥𝑖 = 𝑥𝑖} = 𝑎𝑛 ×⋯× 𝑎1

Now, if 𝑗 = 𝑖 + 1, we let

𝜃(𝑥1,… , 𝑥𝑖+1) = (𝑥1 = 𝑥2)[𝑥𝑖/𝑥1, 𝑥𝑖+1/𝑥2]

This is a termed formula by the result on substitutions. We thus obtain ℱ𝜑 by adding
the required dummy variables. Now suppose we have 𝜑(𝑥1,… , 𝑥𝑛) ≡ 𝑥𝑖 = 𝑥𝑗+1. Then
we can write

𝜑(𝑥1,… , 𝑥𝑗+1) = (𝑥𝑖, 𝑥𝑗)[𝑥𝑗+1, 𝑥𝑗]

which is a termed formula by substitution. This concludes the case 𝑖 ≤ 𝑗 by induction.
Finally, suppose 𝑖 > 𝑗. As 𝑥𝑖 = 𝑥𝑗 is logically equivalent to 𝑥𝑗 = 𝑥𝑖, which is a termed
formula, 𝜑 is also a termed formula.

• Now consider 𝜑(𝑥1,… , 𝑥𝑛) ≡ 𝑥𝑖 ∈ 𝑥𝑗 . As with equality, we first consider the case
𝑖 = 1, 𝑗 = 2. In this case, we can formℱ10 with dummy variables. If 𝑖 = 𝑗, the formula
is always false, so we have

ℱ𝜑(𝑎1,… , 𝑎𝑛) = ∅ = 𝑎1 ∖ 𝑎1 = ℱ3(𝑎1, 𝑎1)

Now, let

𝜓(𝑥1,… , 𝑥𝑛+2) ≡ (𝑥𝑖 = 𝑥𝑛+1) ∧ (𝑥𝑗 = 𝑥𝑛+2) ∧ (𝑥𝑛+1 ∈ 𝑥𝑛+2)

We note that 𝑥𝑛+1 ∈ 𝑥𝑛+2 is a termed formula as it is given by the substitution (𝑥1 ∈
𝑥2)[𝑥𝑛+1/𝑥1, 𝑥𝑛+2/𝑥2]. The equalities are termed formulas as above, so 𝜓 is a termed
formula. Then

ℱ𝜑(𝑎1,… , 𝑎𝑛) = ran ran{⟨𝑥𝑛+2,… , 𝑥1⟩ × 𝑎𝑗 × 𝑎𝑖 × 𝑎𝑛 ×⋯× 𝑎1
∣ 𝑥𝑖 = 𝑥𝑛+1 ∧ 𝑥𝑗 = 𝑥𝑛+2 ∧ 𝑥𝑛+1 ∈ 𝑥𝑛+2}

= ℱ6(ℱ6(ℱ𝜓(𝑎1,… , 𝑎𝑛), 𝑎1), 𝑎1)
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Part (iv): bounded quantifiers. We required that the only occurrence of ∃ was in the form

𝜑(𝑥1,… , 𝑥𝑛) ≡ ∃𝑥𝑚+1 ∈ 𝑥𝑗 . 𝜓(𝑥1,… , 𝑥𝑚+1)

where 𝑗 ≤ 𝑚 ≤ 𝑛. Due to this restriction, it suffices to show that if𝜓(𝑥1,… , 𝑥𝑛+1) is a termed
formula, then so is the formula

𝜑(𝑥1,… , 𝑥𝑛) ≡ ∃𝑥𝑛+1 ∈ 𝑥𝑗 . 𝜓(𝑥1,… , 𝑥𝑛+1)

Let 𝜃(𝑥1,… , 𝑥𝑛+1) ≡ 𝑥𝑛+1 ∈ 𝑥𝑗 . Then 𝜃 ∧ 𝜓 is a termed formula. Now

ℱ𝜃∧𝜓(𝑎1,… , 𝑎𝑛, ℱ2(𝑎𝑗 , 𝑎𝑗)) = ℱ𝜃∧𝜓(𝑎1,… , 𝑎𝑛,⋃𝑎𝑗)
= {⟨𝑥𝑛+1,… , 𝑥1⟩ ∈ (⋃𝑎𝑗) × 𝑎𝑛 ×⋯× 𝑎1 ∣ 𝑥𝑛+1 ∈ 𝑥𝑗 ∧ ∀𝑘 ≤ 𝑛. 𝑥𝑘 ∈ 𝑎𝑘 ∧ 𝜓(𝑥1,… , 𝑥𝑛+1)}

So

ran(ℱ𝜃∧𝜓(𝑎1,… , 𝑎𝑛,⋃𝑎𝑗)) = {⟨𝑥𝑛,… , 𝑥1⟩ ∈ 𝑎𝑛 ×⋯× 𝑎1 ∣ ∃𝑢. ⟨𝑢, 𝑥𝑛,… , 𝑥1⟩ ∈ ℱ𝜃∧𝜓(𝑎1,… , 𝑎𝑛,⋃𝑎𝑗)}
= {⟨𝑥𝑛,… , 𝑥1⟩ ∈ 𝑎𝑛 ×⋯× 𝑎1 ∣ ∃𝑥𝑛+1 ∈ 𝑥𝑗 . 𝜓(𝑥1,… , 𝑥𝑛+1)}

Definition. Aclass𝐶 is closedunderGödel functions ifwhenever𝑥, 𝑦 ∈ 𝐶, wehaveℱ 𝑖(𝑥, 𝑦) ∈
𝐶 for 𝑖 ∈ {1,… , 10}. Given a set 𝑏, we let cl(𝑏) be the smallest set 𝐶 containing 𝑏 as a subset
that is closed under Gödel functions.

For example, cl(∅) = ∅, {𝑎, 𝑏} ∈ cl({𝑎, 𝑏}), and cl(𝑏) = cl(cl(𝑏)).
Definition. Let 𝑏 be a set. Define𝒟𝑛(𝑏) inductively by

𝒟0(𝑏) = 𝑏; 𝒟𝑛+1(𝑏) = {ℱ 𝑖(𝑥, 𝑦) ∣ 𝑥, 𝑦 ∈ 𝒟𝑛(𝑏), 𝑖 ∈ {1,… , 10}}

One can easily check that cl(𝑏) = ⋃𝑛∈𝜔𝒟𝑛(𝑏).
Lemma. If 𝑀 is a transitive class that is closed under Gödel functions, then 𝑀 satisfies
Δ0-separation.

Proof. Let 𝜑(𝑥1,… , 𝑥𝑛) be a Δ0-formula, and let 𝑎, 𝑏1,… , 𝑏𝑖−1, 𝑏𝑖+1,… , 𝑏𝑛 ∈ 𝑀. Let

𝑌 = {𝑥𝑖 ∈ 𝑎 ∣ 𝜑(𝑏1,… , 𝑏𝑖−1, 𝑥𝑖, 𝑏𝑖+1,… , 𝑏𝑛)}

We must show 𝑌 ∈ 𝑀. Let ℱ𝜑 be the formula built from Gödel’s normal form theorem.
Then for any 𝑐1,… , 𝑐𝑛 ∈ 𝑀, we have

ℱ𝜑(𝑐1,… , 𝑐𝑛) = {⟨𝑥𝑛,… , 𝑥1⟩ ∈ 𝑐𝑛 ×⋯× 𝑐1 ∣ 𝜑(𝑥1,… , 𝑥𝑛)} ∈ 𝑀

Hence, as {𝑏𝑗} = ℱ1(𝑏𝑗 , 𝑏𝑗) ∈ 𝑀, we obtain

ℱ𝜑({𝑏1},… , {𝑏𝑖−1}, 𝑎, {𝑏𝑖+1},… , {𝑏𝑛}) ∈ 𝑀

Then, we can show that 𝑌 ∈ 𝑀 by taking the range ℱ6 a total of 𝑛 − 𝑖 times and then taking
the domain ℱ5.
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Theorem. For every transitive set𝑀, the collection of definable subsets is

Def(𝑀) = cl(𝑀 ∪ {𝑀}) ∩ 𝒫(𝑀)

Proof. We first prove the forward direction. Let 𝜑 be a formula. Then 𝜑𝑀 is Δ0, so there is a
term 𝒢 built from the Gödel functions ℱ1,… ,ℱ10 such that for 𝑎1,… , 𝑎𝑛 ∈ 𝑀, we have

{𝑥 ∈ 𝑀 ∣ (𝑀,∈) ⊨ 𝜑(𝑥, 𝑎1,… , 𝑎𝑛)} = {𝑥 ∈ 𝑀 ∣ 𝜑𝑀(𝑥, 𝑎1,… , 𝑎𝑛)} = 𝒢(𝑀, 𝑎1,… , 𝑎𝑛) ∈ cl(𝑀∪{𝑀})

We now show the converse. We first claim that if 𝒢 is built from the Gödel functions, then
for any 𝑥, 𝑎1,… , 𝑎𝑛, the formulas

𝑥 = 𝒢(𝑎1,… , 𝑎𝑛); 𝑥 ∈ 𝒢(𝑎1,… , 𝑎𝑛)

are Δ0. This can be proven inductively using the iterative construction of cl(𝑀 ∪ {𝑀}). For
example, if 𝑋, 𝑌 ∈ 𝒟𝑘(𝑎1,… , 𝑎𝑛), then 𝑥 = ℱ1(𝑋, 𝑌) is equivalent to the statement

(∀𝑧 ∈ 𝑥. 𝑧 = 𝑋 ∨ 𝑧 = 𝑌) ∧ (∃𝑤 ∈ 𝑥.𝑤 = 𝑋) ∧ (∃𝑤 ∈ 𝑥.𝑤 = 𝑌)

so the result holds for ℱ1; very similar proofs show the result for both equality and member-
ship for all other Gödel functions.

Let 𝑍 ∈ cl(𝑀 ∪ {𝑀}) ∩ 𝒫(𝑀). Since 𝑍 ∈ cl(𝑀 ∪ {𝑀}), we can fix a term 𝒢 built from the
ℱ1,… ,ℱ10 such that𝑍 = 𝒢(𝑀, 𝑎1,… , 𝑎𝑛). Let𝜑 be aΔ0 formula such that𝑥 ∈ 𝒢(𝑀, 𝑎1,… , 𝑎𝑛)
if and only if 𝜑(𝑥,𝑀, 𝑎1,… , 𝑎𝑛). Then 𝒢(𝑀, 𝑎1,… , 𝑎𝑛) = {𝑥 ∈ 𝑀 ∣ 𝜑(𝑥,𝑀, 𝑎1,… , 𝑎𝑛)} as
𝑍 ⊆ 𝑀. It therefore remains to prove that there is a formula 𝜓 such that

𝜓𝑀(𝑥, 𝑎1,… , 𝑎𝑛) ↔ 𝜑(𝑥,𝑀, 𝑎1,… , 𝑎𝑛)

For example, we can define 𝜓 from 𝜑 by the following replacements.

(i) ∃𝑣𝑖 ∈ 𝑀 ↦ ∃𝑣𝑖;

(ii) 𝑣𝑖 ∈ 𝑀 ↦ 𝑣𝑖 = 𝑣𝑖;

(iii) 𝑀 = 𝑀 ↦ 𝑣0 = 𝑣0;

(iv) 𝑀 ∈ 𝑀,𝑀 ∈ 𝑣𝑖,𝑀 = 𝑣𝑖 ↦ 𝑣0 ≠ 𝑣0.

Finally, we obtain

𝑍 = 𝒢(𝑀, 𝑎1,… , 𝑎𝑛) = {𝑥 ∈ 𝑀 ∣ 𝜓𝑀(𝑥, 𝑎1,… , 𝑎𝑛)} ∈ Def(𝑀)
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2.4. The axiom of constructibility
Definition. The axiom of constructibility is the statement V = L. Equivalently, ∀𝑥. ∃𝛼 ∈
Ord. (𝑥 ∈ L𝛼).

We will show that if ZF is consistent, then so is ZF + (V = L), because L is a model of
ZF + (V = L). To do this, we will show that being constructible is absolute.

Lemma. 𝑍 = cl(𝑀) is ΔZF
1 .

Proof. TheΠ1 definition is simply being the smallest set closed underGödel functions. More
explicitly,

∀𝑊. (𝑀 ∪ {𝑀} ⊆ 𝑊 ∧ ∀𝑥, 𝑦 ∈ 𝑊. ⋀
𝑖≤10

ℱ 𝑖(𝑥, 𝑦) ∈ 𝑊) → 𝑍 ⊆ 𝑊

The Σ1 definition will use the inductive definition of the closure.

∃𝑊.𝑊 is a function ∧ dom𝑊 = 𝜔 ∧ 𝑍 =⋃ ran𝑊
∧𝑊(0) = 𝑀 ∧𝑊(𝑛) ⊆ 𝑊(𝑛 + 1)

∧ (∀𝑥, 𝑦 ∈ 𝑊(𝑛). ⋀
𝑖≤10

ℱ 𝑖(𝑥, 𝑦) ∈ 𝑊(𝑛 + 1))

∧ (∀𝑧 ∈ 𝑊(𝑛 + 1). ∃𝑥, 𝑦 ∈ 𝑊(𝑛). ⋁
𝑖≤10

𝑧 = ℱ 𝑖(𝑥, 𝑦))

Lemma. The function mapping 𝛼 ↦ L𝛼 is absolute between transitive models of ZF.

Proof. Define 𝐺 ∶ Ord × V→ V by

𝐺(𝛼, 𝑥) =
⎧
⎨
⎩

cl(𝑥(𝛽) ∪ {𝑥(𝛽)}) if 𝛼 = 𝛽 + 1 and 𝑥 is a function with domain 𝛽
⋃𝛽<𝛼 𝑥(𝛽) if 𝛼 is a limit
∅ otherwise

All of these conditions and constructions are absolute, so 𝐺 is an absolute function. There-
fore, by transfinite recursion, there exists 𝐹 ∶ Ord → V where 𝐹 ∶ 𝛼 ↦ 𝐺(𝑥, 𝐹|𝛼). By
absoluteness of transfinite recursion, 𝐹 is absolute. Finally, 𝐹(𝛼) = L𝛼 for all ordinal 𝛼.

Theorem. (i) L satisfies the axiom of constructibility.

(ii) L is the smallest inner model of ZF. That is, if𝑀 is an inner model of ZF, then L ⊆ 𝑀.
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Proof. Part (i). We must show

(∀𝑥. ∃𝛼 ∈ Ord. 𝑥 ∈ L𝛼)L

which is
∀𝑥 ∈ L. ∃𝛼 ∈ Ord. 𝑥 ∈ (L𝛼)L

Since the L𝛼 hierarchy is absolute, 𝑥 ∈ (L𝛼)L if and only if 𝑥 ∈ L𝛼. As L contains every
ordinal, if 𝑥 ∈ L then 𝑥 ∈ L𝛼 for some 𝛼, and thus 𝑥 ∈ (L𝛼)L. Hence L ⊨ 𝛼 ∈ L ∧ 𝑥 ∈ L𝛼.

Part (ii). Let 𝑀 be an arbitrary inner model of ZF. We construct L inside 𝑀 to give L𝑀 .
By absoluteness, for every 𝛼 ∈ 𝑀 ∩ Ord, we have L𝛼 = (L𝛼)𝑀 . Thus L𝛼 ⊆ 𝑀 for every
𝛼 ∈ 𝑀 ∩ Ord = Ord. Hence L ⊆ 𝑀 as required.

2.5. Well-ordering the universe
We will show that L satisfies a strong version of the axiom of choice, namely that there is
a definable global well-order. We will define well-orderings <𝛼 on L𝛼 such that <𝛼+1 end-
extends <𝛼: if 𝑦 ∈ L𝛼 and 𝑥 ∈ L𝛼+1 ∖ L𝛼, then 𝑦 <𝛼+1 𝑥. Then we set <L= ⋃𝛼 <𝛼.

Theorem. There is a well-ordering of L.

Proof. For each ordinal 𝛼, we will construct a well-order <𝛼 on L𝛼 such that if 𝛼 < 𝛽, the
following hold:

(i) if 𝑥 <𝛼 𝑦 then 𝑥 <𝛽 𝑦; and
(ii) if 𝑥 ∈ L𝛼 and 𝑦 ∈ L𝛽 ∖ L𝛼, then 𝑥 <𝛽 𝑦.

For limit cases, we take unions:
<𝛾= ⋃

𝛼<𝛾
<𝛾

We now describe the construction of <𝛼+1. To do this, we consider the ordering on L𝛼, and
append the singleton {L𝛼}. We then follow that by the elements of𝒟(L𝛼∪{L𝛼})∖ (L𝛼∪{L𝛼}).
We then add𝒟2(L𝛼 ∪ {L𝛼}) ∖𝒟(L𝛼 ∪ {L𝛼}), and so forth. In order to do this, we define <𝑛

𝛼+1
for 𝑛 ∈ 𝜔 as follows.
(i) <0

𝛼+1 is the well-ordering of L𝛼 ∪ {L𝛼} given by making {L𝛼} the maximal element.
(ii) Suppose that <𝑛

𝛼+1 is defined. We end-extend <𝑛
𝛼+1 to form <𝑛+1

𝛼+1 as follows. Suppose
𝑥, 𝑦 ∉ 𝒟𝑛(L𝛼 ∪ {L𝛼}). We say 𝑥 <𝑛+1

𝛼+1 if either

(a) the least 𝑖 ≤ 10 such that ∃𝑢, 𝑣 ∈ 𝒟𝑛(L𝛼 ∪ {L𝛼}) with 𝑥 = ℱ 𝑖(𝑢, 𝑣) is less than
the least 𝑖 ≤ 10 such that ∃𝑢, 𝑣 ∈ 𝒟𝑛(L𝛼 ∪ {L𝛼}) with 𝑦 = ℱ 𝑖(𝑢, 𝑣); or

(b) these indices 𝑖 are equal, and the <𝑛
𝛼+1-least 𝑢 ∈ 𝒟𝑛(L𝛼 ∪ {L𝛼}) such that there

exists 𝑣 ∈ 𝒟𝑛(L𝛼 ∪ {L𝛼}) with 𝑥 = ℱ 𝑖(𝑢, 𝑣) is less than the <𝑛
𝛼+1-least 𝑢 ∈

𝒟𝑛(L𝛼 ∪ {L𝛼}) such that there exists 𝑣 ∈ 𝒟𝑛(L𝛼 ∪ {L𝛼}) with 𝑦 = ℱ 𝑖(𝑢, 𝑣); or
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(c) both of these coincide, and <𝑛
𝛼+1-least 𝑣 ∈ 𝒟𝑛(L𝛼 ∪ {L𝛼}) with 𝑥 = ℱ 𝑖(𝑢, 𝑣) is

less than the least 𝑣 ∈ 𝒟𝑛(L𝛼 ∪ {L𝛼}) with 𝑦 = ℱ 𝑖(𝑢, 𝑣).

The restriction of <L to any set 𝑥 ∈ L is a well-ordering of 𝑥. Since every set can be well-
ordered, the axiom of choice holds.

Lemma. The relation <L is Σ1-definable. Moreover, for every limit ordinal 𝛿 and 𝑦 ∈ L𝛿,
we have 𝑥 <L 𝑦 if and only if 𝑥 ∈ L𝛿 and (L𝛿, ∈) ⊨ 𝑥 <L 𝑦.

2.6. The generalised continuum hypothesis in L
Lemma. (ZFC)

(i) For all 𝑛 ∈ 𝜔, we have L𝑛 = V𝑛.

(ii) If𝑀 is infinite, then |𝑀| = |Def(𝑀)|.

(iii) If 𝛼 is an ordinal, then |L𝛼| = |𝛼|.

Lemma (Gödel’s condensation lemma). For every limit ordinal 𝛿, if (𝑀,∈) ≺ (𝐿𝛿, ∈), then
there exists some 𝛽 ≤ 𝛿 such that (𝑀,∈) ≅ (L𝛽, ∈).

Proof. Let 𝜋 ∶ (𝑀,∈) → (𝑁,∈) be the Mostowski collapse, and set 𝛽 = 𝑁 ∩Ord. Since 𝑁 is
transitive, 𝛽 ∈ Ord. We will prove that 𝛽 ≤ 𝛿 and 𝑁 = L𝛽.

First, suppose 𝛿 < 𝛽. Then 𝛿 ∈ 𝑁, so 𝜋−1(𝛿) ∈ 𝑀. Since being an ordinal is absolute
between transitive models, 𝑁 ⊨ 𝛿 ∈ Ord, so 𝑀 ⊨ 𝜋−1(𝛿) ∈ Ord. Note that this does not
immediately imply that 𝜋−1(𝛿) is an ordinal in V since 𝑀 is not necessarily transitive. But
as𝑀 ≺ L𝛿, we obtain L𝛿 ⊨ 𝜋−1(𝛿) ∈ Ord, and since L𝛿 is transitive, 𝜋−1(𝛿) is an ordinal in
V.

Also,𝑀 ⊨ 𝑥 ∈ 𝜋−1(𝛿) if and only if 𝑁 ⊨ 𝜋(𝑥) ∈ 𝛿. Hence,

𝜋 ∶ (𝜋−1(𝛿) ∩ 𝑀) → 𝛿

is an isomorphism. Therefore, the order type of 𝜋−1(𝛿) ∩ 𝑀 is 𝛿. Let 𝑓 ∶ 𝛿 → 𝜋−1(𝛿) ∩ 𝑀
be a strictly increasing enumeration. Then, for any 𝛼 ∈ 𝛿, we must have 𝛼 ≤ 𝑓(𝛼) < 𝜋−1(𝛿).
Hence 𝛿 ≤ 𝜋−1(𝛿). On the other hand, 𝜋−1(𝛿) ∈ 𝑀 ≺ L𝛿, so 𝜋−1(𝛿) < 𝛿. This gives a
contradiction.

We now show 𝛽 > 0. Since
L𝛿 ⊨ ∃𝑥. ∀𝑦 ∈ 𝑥. (𝑦 ≠ 𝑦)

the elementary substructure𝑀must also believe this statement, and so𝑁 does. In particular,
since𝑁 believes in the existence of an empty set, wemust have∅ ∈ 𝑁∩Ord = 𝛽 as required.

360



2. Constructibility

We show 𝛽 is a limit. We know that

L𝛿 ⊨ ∀𝛼 ∈ Ord. ∃𝑥. 𝑥 = 𝛼 + 1

So 𝑀 and hence 𝑁 believe this statement. Let 𝛼 ∈ 𝛽 = 𝑁 ∩ Ord, then by absoluteness,
𝛼 + 1 ∈ 𝑁.
Now we show L𝛽 ⊆ 𝑁.

L𝛿 ⊨ ∀𝛼 ∈ Ord. ∃𝑦. 𝑦 = L𝛼
So 𝑁 satisfies this sentence. Since the L𝛼 hierarchy is absolute, for all 𝛼 ∈ 𝑁 ∩ Ord = 𝛽, we
have L𝛼 ∈ 𝑁.
Finally, we show 𝑁 ⊆ L𝛽.

L𝛿 ⊨ ∀𝑥. ∃𝑦. ∃𝑧. 𝑦 ∈ Ord ∧ 𝑧 = L𝑦 ∧ 𝑥 ∈ 𝑧

As 𝑁 satisfies this sentence, for a fixed 𝑎 ∈ 𝑁 there are 𝛾 ∈ 𝑁 and 𝑧 ∈ 𝑁 such that

𝑁 ⊨ 𝛾 ∈ Ord ∧ 𝑧 = L𝛾 ∧ 𝑎 ∈ 𝑧

By absoluteness, 𝑎 ∈ L𝛾 ⊆ L𝛽 as required.

Theorem. If V = L, then 2ℵ𝛼 = ℵ𝛼+1 for every ordinal 𝛼. In particular, GCH holds.

Proof. We will show that 𝒫(𝜔𝛼) ⊆ L𝜔𝛼+1 . Then, as ||L𝜔𝛼+1
|| = ℵ𝛼+1, the proof follows. To do

this, it suffices to show that if 𝑋 ⊆ 𝜔𝛼, then there exists some 𝛾 < 𝜔𝛼+1 such that 𝑋 ∈ L𝛾.

Let 𝑋 ⊆ 𝜔𝛼 and let 𝛿 > 𝜔𝛼 be a limit ordinal such that 𝑋 ∈ L𝛿. Let 𝑀 be an elementary
submodel of L𝛿 such that 𝜔𝛼 ⊆ 𝑀, 𝑋 ∈ 𝑀, and |𝑀| = ℵ𝛼. This exists by the downward
Löwenheim–Skolem theorem. By Gödel’s condensation lemma, if 𝑁 is the Mostowski col-
lapse of 𝑀, then there is a limit ordinal 𝛾 ≤ 𝛿 such that 𝑁 = L𝛾. As |𝑁| = |𝑀| = ℵ𝛼, we
have ||L𝛾|| = ℵ𝛼, so 𝛾 < 𝜔𝛼+1. Finally, as 𝜔𝛼 ⊆ 𝑀, the collapsing map is the identity on 𝜔𝛼.
Thus, the map fixes 𝑋 , and so 𝑋 ∈ L𝛾.

This gives the following theorem.

Theorem. Con(ZF) implies Con(ZFC + V = L + GCH).

Proof. We have shown that there is a definable class L such that ZF proves

(ZFC + V = L + GCH)L

Suppose that ZFC + V = L + GCH were inconsistent. Then fix 𝜑 such that

ZFC + V = L + GCH ⊢ 𝜑 ∧ ¬𝜑

Then
ZF ⊨ (𝜑 ∧ ¬𝜑)𝐿

By relativisation, 𝜑𝐿 ∧ ¬(𝜑𝐿). Hence ZF is inconsistent.
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Lemma (Shepherdson). There is no class𝑊 such that

ZFC ⊢ 𝑊 is an inner model ∧ (¬CH)𝑊

Therefore, the technique of inner models does not let us prove the independence of CH from
ZFC. In order to do this, we will introduce the notion of forcing.

2.7. Combinatorial properties
Definition. LetΩ be either a regular cardinal or the class of all ordinals. A subclass 𝐶 ⊆ Ω
is said to be a club, or closed and unbounded, if it is

(i) closed: for all 𝛾 ∈ Ω, we have sup(𝐶 ∩ 𝛾) ∈ 𝐶;
(ii) unbounded: for all 𝛼 ∈ Ω there exists 𝛽 ∈ 𝐶 with 𝛽 > 𝛼.

A class 𝑆 ⊆ Ω is stationary if it intersects every club.

Note that being a stationary class for Ord is not first-order definable.

The property ♢ states that there is a single sequence of length 𝜔1 which can approximate
any subset of 𝜔1 in a suitable sense.

Definition. We say that the diamond principle♢ holds if there is a sequence (𝐴𝛼)𝛼<𝜔1 such
that

(i) for each 𝛼 < 𝜔1, we have 𝐴𝛼 ⊆ 𝛼; and
(ii) for all 𝑋 ⊆ 𝜔1, the set {𝛼 ∣ 𝑋 ∩ 𝛼 = 𝐴𝛼} is stationary.

Lemma. ZF ⊢ ♢ → CH.

Proof. If (𝐴𝛼)𝛼<𝜔1 is a ♢-sequence, then for all 𝑋 ⊆ 𝜔, there is 𝛼 > 𝜔 such that 𝑋 = 𝐴𝛼.
Thus {𝐴𝛼 ∣ 𝛼 ∈ 𝜔1 ∣ 𝐴𝛼 ⊆ 𝜔} = 𝒫(𝜔).

Theorem. If V = L, then ♢ holds.

Remark. ♢ is used in many inductive constructions in L to build combinatorial objects such
as Suslin trees.

Definition. Let 𝜅 be an uncountable cardinal. Then the square principle◻𝜅 is the assertion
that there exists a sequence (𝐶𝛼) indexed by the limit ordinals 𝛼 in 𝜅+, such that
(i) 𝐶𝛼 is a club subset of 𝛼;
(ii) if 𝛽 is a limit ordinal of 𝐶𝛼 then 𝐶𝛽 = 𝐶𝛼 ∩ 𝛽; and
(iii) if cf(𝛼) < 𝜅 then |𝐶𝛼| < 𝜅.
Theorem (Jensen). If V = L, then ◻𝜅 holds for every uncountable cardinal 𝜅.
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Lemma. If ◻𝜔1 , then there exists a stationary set 𝑆 ⊆ {𝛽 ∈ 𝜔2 ∣ cf(𝛽) = 𝜔} such that for all
𝛼 ∈ 𝜔2 with cf(𝛼) = 𝜔1, 𝑆 ∩ 𝛼 is not stationary in 𝛼.
Remark. If 𝜅 is a weakly compact cardinal, then every stationary subset of 𝜅 reflects: there
is 𝛼 ∈ 𝜅 such that 𝑆 ∩ 𝛼 is stationary in 𝛼. In fact, the claim that every stationary subset of
{𝛽 ∈ 𝜔2 ∣ cf(𝛽) = 𝜔} reflects at a point of cofinality 𝜔1 is equiconsistent with ZFC together
with the assertion that there is a Mahlo cardinal.
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3. Forcing
3.1. Introduction
The idea behind forcing is to widen a given model of ZFC to ‘add lots of reals’. But if we
work over V, we already have added all of the sets, so there is nothing left to add. Instead,
we will work over countable transitive set models of ZFC. However, this means that we will
not immediately get Con(ZF) → Con(ZFC+¬CH). We will then use the reflection theorem
to obtain this result.

If𝑀 is such a countable transitive model, we want to add 𝜔𝑀2 -many reals to𝑀. We will try
to do this a ‘minimal way’; for example, we do not want to add any ordinals. This gives us
much more control over the model that we build.

Recall the argument that the sentence 𝜑(𝑥) ≡ ∃𝑥. 𝑥2 = 2 is independent of the axioms of
fields: we began with a field in which the sentence failed, namelyℚ, and then extended it in
a minimal way toℚ[√2]. The modelℚ[√2] does not just containℚ∪ {√2}, it also contains
everything that can be built from ℚ and √2 using the axioms of fields. The field ℚ[√2] is
the minimal field extension of ℚ satisfying 𝜑.

Wemay encounter some difficulties when adding arbitrary reals to our model. Suppose that
𝑀 is of the form L𝛾, where 𝛾 is a countable ordinal. Then 𝛾 can be coded as a subset 𝑐 of 𝜔,
which can be viewed as a real. If we added 𝑐 to𝑀, we could decode it to form 𝛾 = Ord ∩𝑀.
This would violate the principle of not adding any new ordinals.

Suppose we enumerate all formulas as {𝜑𝑛 ∣ 𝑛 ∈ 𝜔}. Let 𝑟 = {𝑛 ∣ 𝑀 ⊨ 𝜑𝑛}. If we added
𝑟 to 𝑀, we could then build a truth predicate for 𝑀. This would cause problems due to
Tarski.

The main issues we must overcome are the following.

(i) We need a method to choose the 𝜔𝑀2 -many subsets of𝑀 to be added.

(ii) Given these, we need to ensure that the extension satisfies ZFC.

(iii) We must ensure that 𝜔𝑀1 and 𝜔𝑀2 are still cardinals in the extension.

We will build these reals from within𝑀 itself. Note that if 𝑟 is a real, then each of its finite
decimal approximations is already in 𝑀. The issue is that from within 𝑀, we do not know
what the real we want to add is. So wemay not know fromwithin𝑀 which reals we will add.
Instead, wewill add a generic real. To be generic, wewill not specify any particular digits, but
its decimal expansion will contain every finite sequence. We will call a specification dense
if any finite approximation can be extended to one satisfying the specification. For example,
‘beginning with a 7’ is not dense, but ‘containing the subsequence 746’ is dense. It turns out
that a real is generic precisely when it meets every dense specification.

Note that there are explicit, absolute bijections 𝑓 ∶ 𝒫(𝜔) → 𝜔𝜔, 𝑔 ∶ 𝜔𝜔 → 2𝜔, ℎ ∶ 2𝜔 → ℝ
and so on. So if 𝑀 ⊨ ZFC, knowledge of 𝒫𝑀(𝜔) gives us (𝜔𝜔)𝑀 , (2𝜔)𝑀 , ℝ𝑀 . Because of
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this, by a ‘real’ we mean either an element of ℝ, a function 𝜔 → 𝜔, a function 𝜔 → 2, or
a subset of 𝜔. In formal arguments, reals will normally be either subsets of 𝜔 or functions
𝜔 → 2.
The axiom of choice is not needed in the basic machinery of forcing, so we will work primar-
ily over ZF and state explicitly where choice is used.

3.2. Forcing posets
Definition. A preorder is a pair (ℙ, ≤) such that

• ℙ is nonempty;
• ≤ is a binary relation on ℙ;
• ≤ is transitive, so 𝑝 ≤ 𝑞 and 𝑞 ≤ 𝑟 implies 𝑝 ≤ 𝑟;
• ≤ is reflexive, so 𝑝 ≤ 𝑝.

A preorder is called a partial order if ≤ is antisymmetric, so 𝑝 ≤ 𝑞 and 𝑞 ≤ 𝑝 implies 𝑝 = 𝑞.
Definition. A forcing poset is a triple (ℙ, ≤ℙ, 𝟙ℙ), where (ℙ, ≤ℙ) is a preorder and 𝟙ℙ is a
maximal element. Elements of ℙ are called conditions, and we say 𝑞 is stronger than 𝑝 or an
extension of 𝑝 if 𝑞 ≤ 𝑝. We say that 𝑝, 𝑞 are compatible, written 𝑝 ‖ℙ 𝑞, if there exists 𝑟 such
that 𝑟 ≤ℙ 𝑝, 𝑞. Otherwise, we say they are incompatible, written 𝑝 ⟂ 𝑞.
Remark. In some texts, the partial order is reversed. This is called Jerusalem notation.

The notation ℙ ∈ 𝑀 abbreviates (ℙ, ≤ℙ, 𝟙ℙ) ∈ 𝑀. Note that by transitivity if ℙ is an element
of𝑀, then 𝟙ℙ ∈ 𝑀, but we do not necessarily have ≤ℙ ∈ 𝑀.

Definition. A preorder is separative if whenever 𝑝 ≠ 𝑞, exactly one of the following two
cases holds:

(i) 𝑞 ≤ 𝑝 and 𝑝 ≰ 𝑞; or
(ii) there exists 𝑟 ≤ 𝑞 such that 𝑟 ⟂ 𝑝.

Proposition. (i) If (ℙ, ≤) is a separative preorder, it is a partial order.
(ii) If (ℙ, ≤) is a poset, then it is separative if and only if whenever 𝑞 ≰ 𝑝, there is 𝑟 ≤ 𝑞

such that 𝑟 ⟂ 𝑝.
Proposition. Suppose that (ℙ, ≤) is a preorder. Define 𝑝 ∼ 𝑞 by

𝑝 ∼ 𝑞 ↔ ∀𝑟 ∈ 𝑃. (𝑟 ‖ 𝑝 ↔ 𝑟 ‖ 𝑞)

Then there is a separative preorder on ℙ⟋∼ such that

[𝑝] ⟂ [𝑞] ↔ 𝑝 ⟂ 𝑞

and if ℙ has a maximal element, so does ℙ⟋∼.
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Example. For sets 𝐼, 𝐽, we let Fn(𝐼, 𝐽) denote the set of all finite partial functions from 𝐼 to
𝐽.

Fn(𝐼, 𝐽) = {𝑝 ∣ |𝑝| < 𝜔 ∧ 𝑝 is a function ∧ dom𝑝 ⊆ 𝐼 ∧ ran𝑝 ⊆ 𝐽}

We let ≤ be the reverse inclusion on Fn(𝐼, 𝐽), so 𝑞 ≤ 𝑝 if and only if 𝑞 ⊇ 𝑝. The maximal ele-
ment 𝟙 is the empty set. Then (Fn(𝐼, 𝐽), ≤,∅) is a forcing poset, and moreover, the preorder
is separative.

Remark. When 𝛼 is an ordinal, the forcing poset Fn(𝛼 × 𝜔, 2) is often written Add(𝜔, 𝛼),
denoting the idea that we are adding 𝛼-many subsets of 𝜔.

3.3. Chains and Δ-systems
Definition. Let ℙ be a forcing poset.

(i) A chain is a subset 𝐶 ⊆ ℙ such that for every 𝑝, 𝑞 ∈ 𝐶, either 𝑝 ≤ 𝑞 or 𝑞 ≤ 𝑝.

(ii) An antichain is a subset 𝐴 ⊆ ℙ such that for every 𝑝, 𝑞 ∈ 𝐴, either 𝑝 = 𝑞 or 𝑝 ⟂ 𝑞. An
antichain ismaximal if it is not strictly contained in any other antichain.

(iii) We say that ℙ has the countable chain condition if every antichain is countable.

Example. (i) Consider the tree Fn(𝜔, 2). A chain is a branch through the tree, and an
antichain is a collection of points on different branches.

(ii) The set of functions {{⟨0, 0⟩, ⟨1, 𝑛⟩} ∣ 𝑛 ∈ 𝜔} forms an antichain of length 𝜔 in Fn(𝐼, 𝜔)
if {0, 1} ⊆ 𝐼.

Definition. A family of sets 𝒜 forms a Δ-system with root 𝑅 when 𝑋 ∩ 𝑌 = 𝑅 for all 𝑋 ≠ 𝑌
in 𝒜.

Example. If 𝑅 = ∅, then 𝒜 is a family of pairwise disjoint sets.

Definition. Let 𝐴 be a set and 𝜃 a cardinal. Then we write [𝐴]𝜃 for the set of subsets of 𝐴
of size 𝜃.

[𝐴]𝜃 = {𝑥 ⊆ 𝐴 ∣ |𝑥| = 𝜃}

We write [𝐴]<𝜃 for the set of subsets of 𝐴 of size strictly less than 𝜃.

[𝐴]<𝜃 = {𝑥 ⊆ 𝐴 ∣ |𝑥| < 𝜃}

Similarly, [𝐴]≤𝜃 = [𝐴]𝜃 ∪ [𝐴]<𝜃.

Recall that for regular cardinals 𝜅, ifℱ is a family of sets of size less than 𝜅 and each element
of ℱ has size less than 𝜅, then⋃ℱ has size less than 𝜅.

Lemma (Δ-system lemma). (ZFC) Let 𝜅 be an uncountable regular cardinal, and let 𝒜 be
a family of finite sets with |𝒜| = 𝜅. Then there exists ℬ ∈ [𝒜]𝜅 that forms a Δ-system.
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Proof. To begin, we construct𝒞 ∈ [𝒜]𝜅 such that all elements of𝒞 have the same cardinality.
By assumption, each element of𝒜 is finite, and sowe can define𝑌𝑛 = {𝑋 ∈ 𝒜 ∣ |𝑋| = 𝑛}, and
suppose each of the 𝑌𝑛 had size less than 𝜅. Then |𝒜| = ||⋃𝑌𝑛|| < 𝜅, giving a contradiction.
Fix𝑛 ∈ 𝜔 such that𝒞 = 𝑌𝑛 has size 𝜅. We showby induction on𝑛 that if𝒞 = {𝑋 ∈ 𝒜 ∣ |𝑋| = 𝑛},
then there isℬ ⊆ 𝒞 of size 𝜅 that forms aΔ-system. If 𝑛 = 1, we have a collection of pairwise
disjoint singletons, so 𝒞 is already a Δ-system with root ∅ as required. Now suppose 𝑛 > 1
and the claim holds for 𝑛 − 1. For each 𝑝 ∈ ⋃𝒞, let 𝐶𝑝 = {𝑋 ∈ 𝒞 ∣ 𝑝 ∈ 𝑋}. There are two
cases to consider.

Suppose ||𝐶𝑝|| = 𝜅 for some 𝑝 ∈ ⋃𝒞. Then for such a 𝑝, we set𝒟 = {𝑋 ∖ {𝑝} ∣ 𝑋 ∈ 𝐶𝑝}. This
set has size 𝜅, and each element of 𝒟 has size 𝑛 − 1. By the inductive hypothesis, we can
find some ℰ ∈ [𝒟]𝜅 such that ℰ forms a Δ-system with root 𝑅. Then {𝑌 ∪ {𝑏} ∣ 𝑌 ∈ ℰ} is a
Δ-system with root 𝑅 ∪ {𝑝}.
Now suppose all of the 𝐶𝑝 have size less than 𝜅. Then as 𝜅 is regular, for any set 𝑆 of size less
than 𝜅,

{𝑋 ∈ 𝒞 ∣ 𝑋 ∩ 𝑆 ≠ ∅} = ⋃
𝑝∈𝑆

𝐶𝑝

has size less than 𝜅. Therefore, there exists some 𝑋 ∈ 𝒞 such that 𝑋 ∩𝑆 = ∅. We recursively
choose 𝑋𝛼 ∈ 𝒞 for each 𝛼 < 𝜅 such that 𝑋𝛼 ∩ ⋃𝛽<𝛼 𝑋𝛽 = ∅. Then 𝑋𝛼 ∣ 𝛼 < 𝜅 ∈ [𝒞]𝜅 is a
Δ-system with empty root.

We can show that assumptions in the above lemma were required.

Proposition. Suppose 𝜅 is 𝜔 or singular. Then there exists a family 𝒜 of finite sets with
|𝒜| = 𝜅 but no ℬ ∈ [𝒜]𝜅 forms a Δ-system.
Lemma. (ZFC) Fn(𝐼, 𝐽) has the countable chain condition if and only if 𝐼 is empty or 𝐽 is
countable.

Proof. First, we observe that if 𝐼 or 𝐽 are empty, then Fn(𝐼, 𝐽) is empty and so trivially has
the countable chain condition. Now let us assume that both 𝐼 and 𝐽 are nonempty.
Suppose that 𝐽 is uncountable. Then for any 𝑖 ∈ 𝐼, the set

{{⟨𝑖, 𝑗⟩} ∣ 𝑗 ∈ 𝐽}

is an uncountable antichain.

Now suppose 𝐽 is countable, and let {𝑝𝛼 ∣ 𝛼 ∈ 𝜔1} be a collection of distinct elements of
Fn(𝐼, 𝐽). Let 𝒜 = {dom𝑝𝛼 ∣ 𝛼 ∈ 𝜔1}, which is a collection of 𝜔1-many finite sets. By the Δ-
system lemma, we can find an uncountable subset ℬ ⊆ 𝒜 with a root 𝑅 ⊆ 𝐼. By definition,
𝑅 ⊆ dom(𝑝𝛼) for all dom𝑝𝛼 ∈ ℬ, the root 𝑅 must be finite. Since 𝐽 is countable, there are
only countably many functions 𝑅 → 𝐽. Therefore, as ℬ is uncountable, there are 𝛼 ≠ 𝛽
such that dom𝑝𝛼 and dom𝑝𝛽 are both in ℬ and 𝑝𝛼|𝑅 = 𝑝𝛽||𝑅. But then since 𝑅 is a root,
dom𝑝𝛼 ∩ dom𝑝𝛽 = 𝑅, so 𝑝𝛼 ‖ 𝑝𝛽, witnessed by their union 𝑝𝛼 ∪ 𝑝𝛽. So the {𝑝𝛼 ∣ 𝛼 ∈ 𝜔1}
cannot form an antichain.
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3.4. Dense sets and genericity
Definition. Let ℙ be a forcing poset.

(i) 𝐷 ⊆ ℙ is dense if for all 𝑝 ∈ ℙ there exists 𝑞 ∈ 𝐷 such that 𝑞 ≤ 𝑝.

(ii) 𝐷 ⊆ ℙ is open if for all 𝑝 ∈ 𝐷 and 𝑞 ∈ ℙ, if 𝑞 ≤ 𝑝 then 𝑞 ∈ 𝐷.

A set of conditions is dense if every condition can be extended to one in that set, and a set is
open if it is closed under strengthening conditions.

Example. Let 𝐼 be infinite and 𝐽 nonempty. Then for all 𝑖 ∈ 𝐼 and 𝑗 ∈ 𝐽, the following are
dense.

(i) 𝐷𝑖 = {𝑞 ∈ Fn(𝐼, 𝐽) ∣ 𝑖 ∈ dom 𝑞};

(ii) 𝑅𝑗 = {𝑞 ∈ Fn(𝐼, 𝐽) ∣ 𝑗 ∈ ran 𝑞}.

Definition. A subset 𝐺 of a forcing poset ℙ is a filter if

(i) 𝟙 ∈ 𝐺;

(ii) for all 𝑝, 𝑞 ∈ 𝐺 there is 𝑟 ∈ 𝐺 such that 𝑟 ≤ 𝑝 and 𝑟 ≤ 𝑞;

(iii) for all 𝑝, 𝑞 ∈ 𝐺, if 𝑞 ≤ 𝑝 and 𝑞 ∈ 𝐺 then 𝑝 ∈ 𝐺.

A filter 𝐺 is ℙ-generic over𝑀 if 𝐺 ∩ 𝐷 is nonempty for every ℙ-dense subset 𝐷 ∈ 𝑀.

Lemma (generic filter existence lemma). Let𝑀 be an arbitrary countable set, and letℙ ∈ 𝑀
be a forcing poset. Then for any condition 𝑝 ∈ ℙ, there is a filter 𝐺 ⊆ ℙ containing 𝑝 which
is ℙ-generic over𝑀.

Proof. Let (𝐷𝑛)𝑛∈𝜔 enumerate all dense subsets of ℙ which lie in𝑀. We inductively define
𝑋 ⊆ ℙ by 𝑋 = {𝑞𝑛 ∣ 𝑛 ∈ 𝜔} as follows. Let 𝑞0 = 𝑝, and given 𝑞𝑛, we choose 𝑞𝑛+1 ∈ 𝐷𝑛 such
that 𝑞𝑛+1 ≤ 𝑞𝑛. Finally, let𝐺 = {𝑟 ∈ ℙ ∣ ∃𝑛. 𝑞𝑛 ≤ 𝑟}. Then𝐺 is a filter as the 𝑞𝑛 form a chain,
and it is clearly generic.

Definition. A condition 𝑝 ∈ ℙ isminimal if whenever 𝑞 ≤ 𝑝, we have 𝑞 = 𝑝.

Lemma. Let𝑀 be a countable transitive model of ZF, and let ℙ ∈ 𝑀 be a separative partial
order. Then either ℙ has a minimal element, or for every filter 𝐺 which is ℙ-generic over𝑀,
we have 𝐺 ∉ 𝑀.

Proof. Suppose ℙ has no minimal element. Let 𝐺 be a ℙ-generic filter over 𝑀. We show
that if 𝐹 ⊆ ℙ is a filter in 𝑀, then the set 𝐷𝐹 = ℙ ∖ 𝐹 ∈ 𝑀 is a dense set. Then 𝐺 ∩ 𝐷𝐹 is
nonempty for all filters 𝐹, so 𝐺 cannot be equal to any filter 𝐹 ∈ 𝑀.

Fix 𝑝 ∈ ℙ. If 𝑝 ∉ 𝐹, then 𝑝 ∈ 𝐷𝐹 as required. Otherwise, suppose 𝑝 ∈ 𝐹. As 𝑝 is not
minimal, we can fix some 𝑞 ∈ 𝐹 with 𝑞 < 𝑝. Then 𝑝 ≰ 𝑞, so by separativity, there is 𝑟 ≤ 𝑝
such that 𝑟 ⟂ 𝑞. But all conditions in 𝐹 are compatible, so one of 𝑟 and 𝑞 is not in 𝐹.
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Proposition. For sets 𝐼, 𝐽 such that |𝐼| ≥ 𝜔 and |𝐽| ≥ 2, the forcing poset Fn(𝐼, 𝐽) is a
separative partial order without a minimal element.

Proposition. (ZFC) Let ℙ ∈ 𝑀 be a forcing poset, and let 𝐺 ⊆ ℙ. Then the following are
equivalent.

(i) 𝐺 is ℙ-generic over𝑀, that is, for all dense sets 𝐷 ∈ 𝑀, we have 𝐺 ∩ 𝐷 ≠ ∅;

(ii) for all 𝑝 ∈ 𝐺 and 𝐷 ∈ 𝑀, if 𝐷 is dense below 𝑝 in ℙ, then 𝐺 ∩ 𝐷 ≠ ∅;

(iii) for all open dense sets 𝐷 ∈ 𝑀, we have 𝐺 ∩ 𝐷 ≠ ∅;

(iv) for all 𝐷 ∈ 𝑀 that are maximal antichains in ℙ, we have 𝐺 ∩ 𝐷 ≠ ∅.

3.5. Names
Definition. Let ℙ be a forcing poset. We define the class of ℙ-names 𝑀ℙ recursively as
follows.

(i) 𝑀ℙ
0 = ∅;

(ii) 𝑀ℙ
𝛼+1 = 𝒫𝑀(ℙ ×𝑀ℙ

𝛼 );

(iii) at limit stages 𝜆,𝑀ℙ
𝜆 = ⋃𝛼<𝜆𝑀ℙ

𝛼 ;

(iv) 𝑀ℙ = ⋃𝛼∈Ord𝑀ℙ
𝛼 .

Being a ℙ-name is absolute for transitive models. ℙ-names are denoted with overdots, such
as in ̇𝑥.

Definition. The range of a ℙ-name ̇𝑥 is

ran( ̇𝑥) = { ̇𝑦 ∣ ∃𝑝 ∈ ℙ. ⟨𝑝, ̇𝑦⟩ ∈ ̇𝑥}

Remark. Alternatively, by transfinite recursion on rank, we could define the class of ℙ-
names over V in the following way. If rank𝑥 = 𝛼, then 𝑥 is a ℙ-name if and only if it is
a relation such that for all ⟨𝑝, ̇𝑦⟩ ∈ 𝑥, we have 𝑝 ∈ ℙ and ̇𝑦 is a ℙ-name in V𝛼. Finally,
𝑀ℙ = Vℙ ∩𝑀.

Definition. The ℙ-rank of a name ̇𝑥, written rankℙ ̇𝑥, is the least 𝛼 such that ̇𝑥 ⊆ ℙ ×𝑀ℙ
𝛼 .

Definition. Let ̇𝑥 be a ℙ-name and 𝐺 be an arbitrary subset of ℙ. We define the interpreta-
tion of ̇𝑥 by 𝐺 recursively by

̇𝑥𝐺 = { ̇𝑦𝐺 ∣ ∃𝑝 ∈ 𝐺. ⟨𝑝, ̇𝑦⟩ ∈ ̇𝑥}

Definition. The forcing extension of 𝑀 by 𝐺, written𝑀[𝐺], is

𝑀[𝐺] = { ̇𝑥𝐺 ∣ ̇𝑥 ∈ 𝑀ℙ}
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Example. (i) If ∅ ∈ 𝑀, then ∅𝐺 = ∅.
(ii) Let

̇𝑥 = {⟨𝑝,∅⟩, ⟨𝑟, {⟨𝑞,∅⟩}⟩}
If 𝑝, 𝑞, 𝑟 ∈ 𝐺, then

̇𝑥𝐺 = {(⟨𝑝,∅⟩)𝐺, (⟨𝑟, {⟨𝑞,∅⟩}⟩)𝐺}
= {∅, {(⟨𝑞,∅⟩)𝐺}}
= {∅, {∅}}

If 𝑝, 𝑟 ∉ 𝐺, then
̇𝑥𝐺 = ∅

If 𝑟 ∈ 𝐺 but 𝑝, 𝑞 ∉ 𝐺, then

̇𝑥𝐺 = {(⟨𝑞,∅⟩)𝐺} = {∅}

Finally, if 𝑝 ∈ 𝐺 but 𝑟 ∉ 𝐺, then
̇𝑥𝐺 = {∅}

We aim to show the following major theorem.

Theorem (generic model theorem). Let𝑀 be a countable transitive model of ZF, let ℙ be a
forcing poset, and let 𝐺 be a ℙ-generic filter. Then
(i) 𝑀[𝐺] is a transitive set;
(ii) |𝑀[𝐺]| = ℵ0;

(iii) 𝑀[𝐺] ⊨ ZF, and if𝑀 ⊨ AC then𝑀[𝐺] ⊨ AC;

(iv) Ord𝑀 = Ord𝑀[𝐺];

(v) 𝑀 ⊆ 𝑀[𝐺];
(vi) 𝑀[𝐺] is the smallest countable transitive model of ZF such that𝑀 ⊆ 𝑀[𝐺] and 𝐺 is a

set in𝑀[𝐺].
Countability is only needed to show the existence of a generic filter, so parts (i) and (iii)–(vi)
of this theorem hold without this assumption.

3.6. Canonical names
We can prove some parts of the generic model theorem by introducing the notion of canon-
ical names.

Definition. Given a forcing poset (ℙ, ≤, 𝟙) and a set 𝑥 ∈ 𝑀, we define the canonical name
of 𝑥 by

̌𝑥 = {⟨𝟙, ̌𝑦⟩ ∣ 𝑦 ∈ 𝑥}
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The symbol ̌𝑥 is pronounced 𝑥-check.
Lemma. If𝑀 is a transitive model of ZF, ℙ ∈ 𝑀, and 𝟙 ∈ 𝐺 ⊆ ℙ, then

• for all 𝑥 ∈ 𝑀, ̌𝑥 ∈ 𝑀ℙ and ̌𝑥𝐺 = 𝑥;
• 𝑀 ⊆ 𝑀[𝐺];
• 𝑀[𝐺] is transitive.

Proof. Part (i). We show ̌𝑥 ∈ 𝑀ℙ by induction, using the definition ofℙ-names by transfinite
recursion. Hence

̌𝑥𝐺 = { ̌𝑦𝐺 ∣ 𝑦 ∈ 𝑥} = {𝑦 ∣ 𝑦 ∈ 𝑥} = 𝑥
Part (ii) follows directly from part (i).

Part (iii). Suppose that 𝑥 ∈ 𝑦 and 𝑦 ∈ 𝑀[𝐺]. By definition, 𝑦 = ̇𝑦𝐺 for some ℙ-name ̇𝑦. By
construction, any element of 𝑦 is of the form ̇𝑧𝐺, so in particular, 𝑥 = ̇𝑥𝐺 for some ℙ-name
̇𝑥 ∈ 𝑀ℙ.

Remark. Even if 𝐺 ∉ 𝑀, we can still define a name for 𝐺 in𝑀. From this, it follows that if
𝐺 ∉ 𝑀, then𝑀[𝐺] ≠ 𝑀.

Proposition. Let
̇𝐺 = {⟨𝑝, ̌𝑝⟩ ∣ 𝑝 ∈ ℙ}

Then ̇𝐺𝐺 = 𝐺.

Proof.
̇𝐺𝐺 = { ̌𝑝𝐺 ∣ 𝑝 ∈ 𝐺} = {𝑝 ∣ 𝑝 ∈ 𝐺} = 𝐺

3.7. ???
We can define unordered and ordered pairs of names, with sensible interpretations.

Definition. Given ℙ-names ̇𝑥, ̇𝑦, let

up( ̇𝑥, ̇𝑦) = {⟨𝟙, ̇𝑥⟩, ⟨𝟙, ̇𝑦⟩}

and
op( ̇𝑥, ̇𝑦) = up(up( ̇𝑥, ̇𝑥),up( ̇𝑥, ̇𝑦))

Proposition. For ̇𝑥, ̇𝑦 ∈ 𝑀ℙ and 𝟙 ∈ 𝐺 ⊆ ℙ,

(up( ̇𝑥, ̇𝑦))𝐺 = { ̇𝑥𝐺, ̇𝑦𝐺}

and
(op( ̇𝑥, ̇𝑦))𝐺 = ⟨ ̇𝑥𝐺, ̇𝑦𝐺⟩
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Lemma. Suppose𝑀 is a transitive model of ZF and ℙ ∈ 𝑀 is a forcing poset. If 𝟙 ∈ 𝐺 ⊆ ℙ,
then𝑀[𝐺] is a transitive model of extensionality, empty set, foundation, and pairing.
Lemma. Suppose that𝑀 is a transitivemodel ofZF andℙ ∈ 𝑀 is a forcing poset. Let𝐺 ⊆ ℙ
be such that 𝟙 ∈ 𝐺. Then
(i) rank( ̇𝑥𝐺) ≤ rank ̇𝑥 for all ̇𝑥 ∈ 𝑀ℙ;

(ii) Ord𝑀 = Ord𝑀[𝐺];

(iii) |𝑀[𝐺]| = |𝑀|.

Proof. Part (i). We show this result by induction on 𝑥. ∅𝐺 = ∅, and both have rank 0. We
have

rank( ̇𝑥𝐺) = sup {rank𝑢 + 1 ∣ 𝑢 ∈ ̇𝑥𝐺}
≤ sup {rank( ̇𝑦𝐺) + 1 ∣ ̇𝑦 ∈ ran ̇𝑥}
≤ sup {rank ̇𝑦 + 1 ∣ ̇𝑦 ∈ ran ̇𝑥}
≤ sup {rank𝑢 + 1 ∣ 𝑢 ∈ ̇𝑥}
≤ rank ̇𝑥

Part (ii). Since𝑀 ⊆ 𝑀[𝐺] and being an ordinal is absolute, Ord𝑀 ⊆ Ord𝑀[𝐺]. For the reverse
inclusion, suppose 𝛼 ∈ 𝑀[𝐺] is an ordinal, and fix a name ̇𝑥 ∈ 𝑀ℙ such that 𝛼 = ̇𝑥𝐺. Then
𝛼 is an ordinal in the universe, so

𝛼 = rank𝛼 ≤ rank ̇𝑥

so since𝑀 is transitive, 𝛼 ∈ Ord𝑀 .

Part (iii). Since any element of𝑀[𝐺] is of the form ̇𝑥𝐺 for some ̇𝑥 ∈ 𝑀ℙ ⊆ 𝑀 ⊆ 𝑀[𝐺], we
must have

|𝑀[𝐺]| ≤ ||𝑀ℙ|| ≤ |𝑀| ≤ |𝑀[𝐺]|

so the inequalities must be equalities.

Corollary. 𝑀[𝐺] satisfies the axiom of infinity.

Proof. 𝜔 ∈ Ord𝑀 so 𝜔 ∈ Ord𝑀[𝐺] ⊆ 𝑀[𝐺].

Lemma. Suppose 𝑀 is a transitive model of ZF, ℙ ∈ 𝑀 is a forcing poset, and 𝐺 ⊆ ℙ is
such that 𝟙 ∈ 𝐺. Then if 𝑁 is another transitive model of ZF with𝑀 ⊆ 𝑁 a definable class
in 𝑁 and 𝐺 ∈ 𝑁, then𝑀[𝐺] ⊆ 𝑁.

Proof. We carry out the construction of 𝑀[𝐺] in 𝑁. Namely, we will show that for all ℙ-
names ̇𝑥, we have ̇𝑥𝐺 ∈ 𝑁, from which it follows that𝑀[𝐺] ⊆ 𝑁. We proceed by induction
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on 𝑥. As the axiom of empty set holds in𝑁 and it is a transitive set,∅𝐺 = ∅ ∈ 𝑁. Moreover,
since

𝑀ℙ = Vℙ ∩𝑀 ⊆ Vℙ ∩ 𝑁 = 𝑁ℙ

if ̇𝑥 is a ℙ-name of𝑀, it must be a ℙ-name of𝑀. In particular, 𝑥 ∈ 𝑁. Now, suppose that for
every ⟨𝑝, ̇𝑦⟩ ∈ ̇𝑥, we have ̇𝑦𝐺 ∈ 𝑁. Then

( ̇𝑥𝐺)𝑁 = { ̇𝑦𝐺 ∣ ∃𝑝 ∈ 𝐺. ⟨𝑝, ̇𝑦⟩ ∈ ̇𝑥}𝑁

= {( ̇𝑦𝐺)𝑁 ∣ (∃𝑝 ∈ 𝐺. ⟨𝑝, ̇𝑦⟩ ∈ ̇𝑥)𝑁}
= { ̇𝑦𝐺 ∣ ∃𝑝 ∈ 𝐺. ⟨𝑝, ̇𝑦⟩ ∈ ̇𝑥}
= ̇𝑥𝐺

Thus ̇𝑥𝐺 ∈ 𝑁 as required.

To prove the generic model theorem, it now suffices to prove the remaining axioms of ZF,
which are union, power set, replacement, and separation. We can prove the axiom of union
now.

Lemma. Suppose 𝑀 is a transitive model of ZF, ℙ ∈ 𝑀 is a forcing poset, and 𝐺 ⊆ ℙ is
such that 𝟙 ∈ 𝐺. Additionally, suppose that 𝐺 is a filter. Then 𝑀[𝐺] satisfies the axiom of
union.

Proof. It suffices to prove that for all 𝑎 ∈ 𝑀[𝐺], there is some 𝑏 ∈ 𝑀[𝐺] such that⋃𝑎 = 𝑏.
Fix ̇𝑎 ∈ 𝑀ℙ such that ̇𝑎𝐺 = 𝑎, and let ̇𝑏 be the following name.

̇𝑏 = {⟨𝑝, ̇𝑧⟩ ∣ ∃⟨𝑞, ̇𝑦⟩ ∈ ̇𝑎. ∃𝑟 ∈ ℙ. ⟨𝑟, ̇𝑧⟩ ∈ ̇𝑦 ∧ 𝑝 ≤ 𝑟, 𝑞}

Observe that ̇𝑏 is a ℙ-name in 𝑀: since ̇𝑎 is a ℙ-name, any ̇𝑦 ∈ ran ̇𝑎 is a ℙ-name, so ̇𝑏
consists of pairs ⟨𝑝, ̇𝑧⟩ where 𝑝 ∈ ℙ and ̇𝑧 ∈ ran ̇𝑦 for some ̇𝑦 ∈ ran ̇𝑎. Thus ̇𝑧 is a ℙ-name
in V. Moreover ̇𝑏 ∈ 𝑀 since ̇𝑏 ∈ ℙ × tcl( ̇𝑎).
We claim that⋃𝑎 ⊆ ̇𝑏𝐺. Let 𝑤 ∈ ⋃𝑎, so 𝑤 ∈ 𝑣 for some 𝑣 ∈ 𝑎. Since 𝑀[𝐺] is transitive,
we can fix names ̇𝑦, ̇𝑧 and conditions 𝑞, 𝑟 ∈ 𝐺 such that

̇𝑦𝐺 = 𝑣; ̇𝑧𝐺 = 𝑤; ⟨𝑞, ̇𝑦⟩ ∈ ̇𝑎; ⟨𝑟, ̇𝑧⟩ ∈ ̇𝑦

As𝐺 is a filter, by directedness there is a condition 𝑝 ≤ 𝑞, 𝑟 in𝐺. Then, by definition, ⟨𝑝, ̇𝑧⟩ ∈
̇𝑏, and 𝑤 = ̇𝑧𝐺 ∈ ̇𝑏𝐺.
For the converse, we claim that ̇𝑏𝐺 ⊆ ⋃𝑎. Let ⟨𝑝, ̇𝑧⟩ ∈ ̇𝑏𝐺, so 𝑝 ∈ 𝐺 and ̇𝑧𝐺 = 𝑐. By
definition, we can fix ⟨𝑞, ̇𝑦⟩ ∈ ̇𝑎 and 𝑟 ∈ ℙ such that ⟨𝑟, ̇𝑧⟩ ∈ ̇𝑦 and 𝑝 ≤ 𝑞, 𝑟. Using the fact
that 𝐺 is a filter, we must have 𝑞, 𝑟 ∈ 𝐺. Hence ̇𝑧𝐺 ∈ ̇𝑦𝐺 and ̇𝑦𝐺 ∈ ̇𝑎𝐺, so 𝑐 ∈ ̇𝑦𝐺 for some
̇𝑦𝐺 ∈ 𝑎.

Example (motivation for genericity). Note that ℙ,𝐺 ∈ 𝑀[𝐺]. If𝑀[𝐺] models any reason-
able theory, we should have ℙ ∖ 𝐺 ∈ 𝑀[𝐺]. We will try to build a name for ℙ ∖ 𝐺. A natural
name to consider is

̇𝑐 = {⟨𝑞, ̇𝑝⟩ ∣ 𝑝, 𝑞 ∈ ℙ, 𝑝 ⟂ 𝑞}
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Then
̇𝑐𝐺 = {𝑝 ∣ ∃𝑞 ∈ 𝐺. 𝑝 ⟂ 𝑞}

If𝐺 is a filter, its elements are pairwise compatible, so𝐺∩ ̇𝑐𝐺 = ∅. But we still need to show
that 𝐺 ∪ ̇𝑐𝐺 = ℙ. For each condition 𝑝, set

𝐷𝑝 = {𝑞 ∈ ℙ ∣ 𝑝 ⟂ 𝑞 ∨ 𝑞 ≤ 𝑝}
It is easy to check that𝐷𝑝 ∈ 𝑀 is dense. Now, if𝐺 isℙ-generic, we could fix some 𝑞 ∈ 𝐺∩𝐷𝑝
for any given 𝑝. Then if 𝑝 ⟂ 𝑞, by definition 𝑝 ∈ ̇𝑐𝐺, and if 𝑞 ≤ 𝑝, then 𝑝 ∈ 𝐺 by upwards
closure. From this, it follows that 𝐺 ∪ ̇𝑐𝐺 = ℙ.
In fact, we have the following.

Proposition. Let𝑀 be a countable transitive model of ZF. Then there exists a forcing poset
ℙ ∈ 𝑀 and a (non-generic) filter 𝐺 ⊆ ℙ such that ℙ ∖ 𝐺 ∉ 𝑀[𝐺].

3.8. The forcing relation
To show separation, we need to show that if 𝜑(𝑥, 𝑦) is a formula and ̇𝑎, ̇𝑏 are ℙ-names,
then

𝐶 = { ̇𝑧 ∈ ̇𝑎𝐺 ∣ (𝜑( ̇𝑧𝐺, ̇𝑏𝐺))𝑀[𝐺]} ∈ 𝑀[𝐺]
This is unclear, even for simple formulas such as 𝜑(𝑥, 𝑦) ≡ 𝑥 ∉ 𝑦. We will build a way to
formally reason about 𝑀[𝐺] from within 𝑀, without having to rely on 𝐺. To do this, we
will define a relation 𝑝 ⊩ 𝜑 between conditions 𝑝 ∈ ℙ and names in Vℙ. Its relativisation
(𝑝 ⊩ 𝜑)𝑀 will provide a way to work in𝑀. Our aim is to define⊩ such that 𝑝 ⊩ 𝜑(�̇�) if and
only if for every generic subset 𝐺 ⊆ ℙ with 𝑝 ∈ 𝐺, we have𝑀[𝐺] ⊨ 𝜑(�̇�𝐺).
Naively, we might say that if ⟨𝑝, ̇𝑥⟩ ∈ ̇𝑦 then 𝑝 ⊩ ̇𝑥 ∈ ̇𝑦. The converse cannot be made
to hold. Consider ̇𝑥 = {⟨𝑝,∅⟩} where 𝑝 ≠ 𝟙. Then 𝑝 ⊩ ∅ ∈ ̇𝑥. Suppose 𝑞 ⟂ 𝑝, then we
have 𝑞 ⊩ ̇𝑥 = ∅. Therefore, we should have 𝑞 ⊩ ̇𝑥 ∈ 1̌. If we enforce the converse above,
we would have ⟨𝑞, ̇𝑥⟩ ∈ 1̌, which is incorrect since 1̌ = {⟨𝟙, ∅⟩}. Instead, we will define
the forcing relation in terms of dense sets, leveraging the fact that generics meet all dense
sets.

Definition. Let ℙ be a forcing poset. The ℙ-forcing language ℱℒℙ is the class of logical
formulas formed using the binary relation ∈ and constant symbols from Vℙ.

Definition. Let ℙ be a forcing poset and let 𝑝 ∈ ℙ. Let ̇𝑥, ̇𝑦, �̇� be ℙ-names in V. We define
the forcing relation 𝑝 ⊩ 𝜑(�̇�) recursively as follows.
(i) 𝑝 ⊩ 𝜑(�̇�) ∧ 𝜓(�̇�) if and only if 𝑝 ⊩ 𝜑(�̇�) and 𝑝 ⊩ 𝜓(�̇�);
(ii) 𝑝 ⊩ ¬𝜑(�̇�) if and only if there is no 𝑞 ≤ 𝑝 such that 𝑞 ⊩ 𝜑(�̇�);
(iii) 𝑝 ⊩ ∃𝑥. 𝜑(𝑥, �̇�) if and only if the set

{𝑞 ≤ 𝑝 ∣ ∃ ̇𝑥 ∈ Vℙ. 𝑞 ⊩ 𝜑( ̇𝑥, �̇�)}
is dense below 𝑝;
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(iv) 𝑝 ⊩ ̇𝑥 ∈ ̇𝑦 if and only if the set

{𝑞 ≤ 𝑝 ∣ ∃⟨𝑟, ̇𝑧⟩ ∈ ̇𝑦. 𝑞 ≤ 𝑟 ∧ (𝑞 ⊩ ̇𝑥 = ̇𝑧)}

is dense below 𝑝;

(v) 𝑝 ⊩ ̇𝑥 ⊆ ̇𝑦 if and only if for all ⟨𝑞1, ̇𝑧1⟩ ∈ ̇𝑥, the set

{𝑟 ≤ 𝑝 ∣ 𝑟 ≤ 𝑞1 → ∃⟨𝑞2, ̇𝑧2⟩ ∈ ̇𝑦. 𝑟 ≤ 𝑞2 ∧ (𝑟 ⊩ ̇𝑧1 = ̇𝑧2)}

is dense below 𝑝; and

(vi) 𝑝 ⊩ ̇𝑥 = ̇𝑦 if and only if 𝑝 ⊩ ̇𝑥 ⊆ ̇𝑦 and 𝑝 ⊩ ̇𝑦 ⊆ ̇𝑥.

Remark. (i) The definitions for⊆ and= are defined recursively, and thus require transfin-
ite recursion to define formally.

(ii) All of the clauses except for the existential use only absolute notions. In particular, it
does not depend on𝑀. When relativising to amodel, (𝑝 ⊩ ∃𝑥. 𝜑(𝑥))𝑀 precisely when
the set

{𝑞 ≤ 𝑝 ∣ ∃ ̇𝑥 ∈ 𝑀ℙ. 𝑞 ⊩ 𝜑( ̇𝑥, �̇�)}

is dense below 𝑝.

Proposition. Let 𝑝 be a condition, 𝜑 be an ℱℒℙ-formula, and ̇𝑥1,… , ̇𝑥𝑛 be ℙ-names in V.
Then the following are equivalent.

(i) 𝑝 ⊩ 𝜑( ̇𝑥1,… , ̇𝑥𝑛);

(ii) for all 𝑞 ≤ 𝑝, 𝑞 ⊩ 𝜑( ̇𝑥1,… , ̇𝑥𝑛);

(iii) there is no 𝑞 ≤ 𝑝 such that 𝑞 ⊩ ¬𝜑( ̇𝑥1,… , ̇𝑥𝑛);

(iv) the set {𝑟 ∣ 𝑟 ⊩ 𝜑( ̇𝑥1,… , ̇𝑥𝑛)} is dense below 𝑝.

Proof. (ii) implies (iii). If (iii) did not hold, there would be some 𝑞 ≤ 𝑝 such that 𝑞 ⊩ ¬𝜑.
Then there is no 𝑟 ≤ 𝑞 such that 𝑟 ⊩ 𝜑. So in particular, 𝑞 ⊮ 𝜑, contradicting (ii).

(iii) implies (iv). Suppose that there is no 𝑞 ≤ 𝑝 such that 𝑞 ⊩ ¬𝜑. Take 𝑞 ≤ 𝑝. Then by
assumption, 𝑞 ⊮ ¬𝜑, so there is 𝑟 ≤ 𝑞 such that 𝑟 ⊩ 𝜑, so the set is dense as required.

(i) implies (ii). We show this by induction on formula complexity.

• For atomic formulas, let◻ be either ∈ or ⊆. Then 𝑝 ⊩ ̇𝑥 ◻ ̇𝑦 if and only if some set 𝐴
is dense below 𝑝. Take 𝑞 ≤ 𝑝, then 𝐴 is dense below 𝑞. Then 𝑞 ⊩ ̇𝑥 ◻ ̇𝑦 as required.

• If 𝑝 ⊩ ¬𝜑, then there is no 𝑟 ≤ 𝑝 such that 𝑟 ⊩ 𝜑. Then there is no 𝑟 ≤ 𝑞 such that
𝑟 ⊩ 𝜑, so by definition, 𝑞 ⊩ ¬𝜑.

• If 𝑝 ⊩ 𝜑∧𝜓 then 𝑝 ⊩ 𝜑 and 𝑝 ⊩ 𝜓, so by the inductive hypothesis, 𝑞 ⊩ 𝜑 and 𝑞 ⊩ 𝜓,
giving 𝑞 ⊩ 𝜑 ∧ 𝜓.
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• If 𝑝 ⊩ ∃𝑥. 𝜑(𝑥), then 𝐴 is dense below 𝑝 for some set 𝐴, but then 𝐴 is dense below 𝑞,
so 𝑞 ⊩ ∃𝑥. 𝜑(𝑥).

(iv) implies (i). Again, we show this by induction.

• For atomic formulas, let ◻ be either ∈ or ⊆. To prove that 𝑝 ⊩ ̇𝑥 ◻ ̇𝑦, we must
show that some set𝐴 is dense below 𝑝. By assumption, the set {𝑟 ∣ 𝑟 ⊩ ̇𝑥 ◻ ̇𝑦} is dense
below 𝑝. Fix 𝑞 ≤ 𝑝, then there is 𝑟 ≤ 𝑞 such that 𝑟 ⊩ ̇𝑥 ◻ ̇𝑦. Hence there is some
𝑠 ≤ 𝑟 ≤ 𝑞 ≤ 𝑝 such that 𝑠 ∈ 𝐴. Therefore 𝑝 ⊩ ̇𝑥 ◻ ̇𝑦 as required. The proof for
existentials is the same.

• Suppose that {𝑟 ∣ 𝑟 ⊩ 𝜑 ∧ 𝜓} is dense below 𝑝. So {𝑟 ∣ 𝑟 ⊩ 𝜑} and {𝑟 ∣ 𝑟 ⊩ 𝜓} are also
dense below 𝑝. By the inductive hypothesis, 𝑝 ⊩ 𝜑 and 𝑝 ⊩ 𝜓. Hence 𝑝 ⊩ 𝜑 ∧ 𝜓.

• Suppose that {𝑟 ∣ 𝑟 ⊩ ¬𝜑} is dense below 𝑝. To show 𝑝 ⊩ ¬𝜑, we fix 𝑞 ≤ 𝑝 and
suppose 𝑞 ⊩ 𝜑. By the fact that (i) implies (iii), there is no 𝑟 ≤ 𝑞 such that 𝑟 ⊩ ¬𝜑,
contradicting density of the set {𝑟 ∣ 𝑟 ⊩ ¬𝜑}.

Proposition. Let ℙ be a forcing poset, let 𝑝, 𝑞 ∈ ℙ, and let ̇𝑎, ̇𝑏 ∈ Vℙ. Then

(i) 𝑝 ⊩ ̇𝑎 = ̇𝑎;

(ii) if ⟨𝑞, ̇𝑏⟩ ∈ ̇𝑎 and 𝑝 ≤ 𝑞, then 𝑝 ⊩ ̇𝑏 ∈ ̇𝑎;

(iii) if𝑀 is a transitive model of ZF and ℙ ∈ 𝑀, then for any 𝜑, 𝜓,

{⟨𝑞, ̇𝑥⟩ ∣ ⟨𝑞, ̇𝑥⟩ ∈ ̇𝑎 ∧ (𝑞 ⊩ 𝜑( ̇𝑥))𝑀} ∈ 𝑀

and
{𝑞 ∈ ℙ ∣ 𝑞 ⊩ (𝜓( ̇𝑎))�̌�} ∈ 𝑀

(iv) 𝑝 ⊩ 𝜑 ∨ 𝜓 if and only if
{𝑞 ≤ 𝑝 ∣ 𝑞 ⊩ 𝜑 or 𝑞 ⊩ 𝜓}

is dense below 𝑝;

(v) 𝑝 ⊩ 𝜑 → 𝜓 if and only if there is no 𝑞 ≤ 𝑝 such that 𝑞 ⊩ 𝜑 and 𝑞 ⊩ ¬𝜓;

(vi) 𝑝 ⊩ ∀𝑥. 𝜑(𝑥) if and only if for all ̇𝑥 ∈ Vℙ, 𝑝 ⊩ 𝜑( ̇𝑥);

(vii) for any 𝜑, the set
{𝑝 ∈ ℙ ∣ 𝑝 ⊩ 𝜑 or 𝑝 ⊩ ¬𝜑}

is a dense open set;

(viii) there is no 𝑝 and formula 𝜑 such that

𝑝 ⊩ 𝜑 ∧ ¬𝜑
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3.9. The forcing theorem
Theorem (the forcing theorem). Suppose𝑀 be a transitive model of ZF, ℙ ∈ 𝑀 is a forcing
poset, 𝜑(𝑢) is a formula, and 𝐺 is ℙ-generic over𝑀. Then for any ̇𝑥 ∈ 𝑀ℙ,

(i) if 𝑝 ∈ 𝐺 and (𝑝 ⊩ 𝜑(𝑥))𝑀 , then𝑀[𝐺] ⊨ 𝜑( ̇𝑥𝐺); and

(ii) if𝑀[𝐺] ⊨ 𝜑( ̇𝑥𝐺), then there is a condition 𝑝 ∈ 𝐺 such that (𝑝 ⊩ 𝜑(𝑥))𝑀 .

Once we have shown this theorem, we will have the following result.

Corollary. Suppose that𝑀 is a countable transitive model of ZF, ℙ ∈ 𝑀 is a forcing poset,
and 𝜑(𝑢) is a formula. Then for any name ̇𝑥 ∈ 𝑀ℙ,

(𝑝 ⊩ 𝜑( ̇𝑥))𝑀 ↔ for any ℙ-generic filter 𝐺 with 𝑝 ∈ 𝐺,𝑀[𝐺] ⊩ 𝜑( ̇𝑥)𝐺

The only reason we need countability is so that every condition is contained in a generic
filter.

Proof. The forward direction is part (i) of the forcing theorem. For the backward direction,
suppose that (𝑝 ⊮ 𝜑( ̇𝑥))𝑀 . Then, by definition, there is some 𝑞 ≤ 𝑝 such that (𝑞 ⊩ ¬𝜑( ̇𝑥))𝑀 .
Let 𝐺 be a ℙ-generic filter over𝑀 such that 𝑞 ∈ 𝐺. Then, since 𝐺 is upwards closed, 𝑝 ∈ 𝐺.
Hence 𝑀[𝐺] ⊨ 𝜑( ̇𝑥𝐺) by assumption. But as 𝑞 ∈ 𝐺, by the forcing theorem we obtain
𝑀[𝐺] ⊨ ¬𝜑( ̇𝑥𝐺). This contradicts part (viii) of the proposition above by the forcing theorem.

Definition. Suppose 𝑀 is a countable transitive model of ZF, ℙ ∈ 𝑀 is a forcing poset,
̇𝑥1,… , ̇𝑥𝑛 ∈ 𝑀ℙ, 𝑝 ∈ ℙ, and 𝜑(𝑣1,… , 𝑣𝑛) is a formula. Then we can define a relation⊩⋆

ℙ,𝑀
by

𝑝 ⊩⋆
ℙ,𝑀 𝜑( ̇𝑥1,… , ̇𝑥𝑛)

if and only if𝑀[𝐺] ⊨ 𝜑( ̇𝑥𝐺1 ,… , ̇𝑥𝐺𝑛 ) for all 𝐺 ⊆ ℙ such that 𝑝 ∈ 𝐺 and 𝐺 is a ℙ-generic filter.

Corollary. 𝑝 ⊩ 𝜑 ↔ 𝑝 ⊩⋆
ℙ,𝑀 𝜑.

We will now prove the forcing theorem.

Proof. We show the result by induction on the complexity of formulas. Note that we need
to work with relativised formulas with parameters (𝑝 ⊩ 𝜑(v))𝑀 , but this only changes the
existential case, so for all other cases we will suppress the relativisation and the parameters.
We write Ψ(𝜑) for the claim that for any name ̇𝑥 ∈ 𝑀ℙ, if 𝑝 ∈ 𝐺 and (𝑝 ⊩ 𝜑( ̇𝑥))𝑀 , then
𝑀[𝐺] ⊨ 𝜑( ̇𝑥𝐺), and if𝑀[𝐺] ⊨ 𝜑( ̇𝑥)𝐺, then there exists 𝑝 ∈ 𝐺 such that (𝑝 ⊩ 𝜑( ̇𝑥))𝑀 .

Part (i): negations. SupposeΨ(𝜑) holds. Let 𝑝 ∈ 𝐺 and 𝑝 ⊩ ¬𝜑. Suppose for a contradiction
that𝑀[𝐺] ⊨ 𝜑, or equivalently, 𝜑𝑀[𝐺]. Then as Ψ(𝜑) holds, there is 𝑞 ∈ 𝐺 such that 𝑞 ⊩ 𝜑.
As𝐺 is a filter, there is 𝑟 ∈ 𝐺 such that 𝑟 ≤ 𝑝, 𝑞. Then 𝑟 ⊩ 𝜑, which contradicts the definition
of 𝑝 ⊩ ¬𝜑. Hence ¬(𝜑𝑀[𝐺]), so by definition (¬𝜑)𝑀[𝐺], so𝑀[𝐺] ⊨ ¬𝜑.
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For the converse, suppose𝑀[𝐺] ⊨ ¬𝜑. Let

𝐷 = {𝑝 ∈ ℙ ∣ 𝑝 ⊩ 𝜑 ∨ 𝑝 ⊩ ¬𝜑}

Then 𝐷 is dense, because if 𝑞 ⊮ 𝜑, then there is 𝑝 ≤ 𝑞 such that 𝑝 ⊩ ¬𝜑, and 𝑝 ∈ 𝐷. So as
𝐺 is generic, we can fix 𝑝 ∈ 𝐺 ∩ 𝐷. If 𝑝 ⊩ 𝜑, then by Ψ(𝜑) we must have𝑀[𝐺] ⊨ 𝜑, but we
assumed𝑀[𝐺] ⊨ ¬𝜑. Hence 𝑝 ⊩ ¬𝜑.
Part (ii): conjunctions. Suppose Ψ(𝜑) and Ψ(𝜓). Suppose 𝑝 ⊩ 𝜑 ∧ 𝜓 for some 𝑝 ∈ 𝐺, so by
definition, 𝑝 ⊩ 𝜑 and 𝑝 ⊩ 𝜓. By Ψ(𝜑) and Ψ(𝜓), we have 𝑀[𝐺] ⊨ 𝜑 and 𝑀[𝐺] ⊨ 𝜓. So
𝑀[𝐺] ⊨ 𝜑 ∧ 𝜓.
For the converse, suppose 𝑀[𝐺] ⊨ 𝜑 ∧ 𝜓. Then 𝑀[𝐺] ⊨ 𝜑 and 𝑀[𝐺] ⊨ 𝜓, so there are
𝑝, 𝑞 ∈ 𝐺 such that 𝑝 ⊩ 𝜑 and 𝑞 ⊩ 𝜓. But 𝐺 is a filter, so there is 𝑟 ≤ 𝑝, 𝑞 such that 𝑟 ⊩ 𝜑
and 𝑟 ⊩ 𝜓. Hence 𝑟 ⊩ 𝜑 ∧ 𝜓, as required.
Part (iii): existential quantifiers. For this case, we will not suppress relativisation and para-
meters. Suppose Ψ(𝜑( ̇𝑥)); we show Ψ(∃𝑥. 𝜑(𝑥)). To be more precise, for all names ̇𝑥 ∈ 𝑀ℙ,
we assume the forcing theorem holds for 𝜑( ̇𝑥). Suppose 𝑝 ∈ 𝐺 is such that (𝑝 ⊩ ∃𝑥. 𝜑(𝑥))𝑀 .
Let

𝐷 = ({𝑞 ≤ 𝑝 ∣ ∃ ̇𝑥 ∈ Vℙ. (𝑞 ⊩ 𝜑( ̇𝑥))})𝑀 = {𝑞 ≤ 𝑝 ∣ ∃ ̇𝑥 ∈ 𝑀ℙ. (𝑞 ⊩ 𝜑( ̇𝑥))𝑀} ∈ 𝑀

By definition of forcing existentials, 𝐷 is a dense set. Since 𝐺 is generic, there is some 𝑞 ∈
𝐺 ∩ 𝐷. Then we can fix some ℙ-name ̇𝑥 such that (𝑞 ⊩ 𝜑( ̇𝑥))𝑀 . Since the forcing theorem
holds for 𝜑( ̇𝑥), we have𝑀[𝐺] ⊨ 𝜑( ̇𝑥𝐺). Hence𝑀[𝐺] ⊨ ∃𝑥. 𝜑(𝑥).
Now suppose 𝑀[𝐺] ⊨ ∃𝑥. 𝜑(𝑥). We can fix ̇𝑥 ∈ 𝑀ℙ such that 𝑀[𝐺] ⊨ 𝜑( ̇𝑥𝐺). By the fact
that Ψ(𝜑( ̇𝑥)) holds, there is a condition 𝑝 such that (𝑝 ⊩ 𝜑( ̇𝑥))𝑀 . Then

{𝑞 ≤ 𝑝 ∣ (𝑞 ⊩ 𝜑( ̇𝑥))𝑀}

is dense. Hence, by definition, (𝑝 ⊨ ∃𝑥. 𝜑(𝑥))𝑀 .
Part (iv): equality. Recall that 𝑝 ⊩ ̇𝑥 = ̇𝑦 if and only if
(a) for all ⟨𝑞1, ̇𝑧1⟩ ∈ ̇𝑥, {𝑟 ≤ 𝑝 ∣ 𝑟 ≤ 𝑞1 → ∃⟨𝑞2, ̇𝑧2⟩ ∈ ̇𝑦. 𝑟 ≤ 𝑞2 ∧ (𝑟 ⊩ ̇𝑧1 = ̇𝑧2)} is dense be-

low 𝑝; and
(b) for all ⟨𝑞2, ̇𝑧2⟩ ∈ ̇𝑦, {𝑟 ≤ 𝑝 ∣ 𝑟 ≤ 𝑞2 → ∃⟨𝑞1, ̇𝑧1⟩ ∈ ̇𝑥. 𝑟 ≤ 𝑞1 ∧ (𝑟 ⊩ ̇𝑧1 = ̇𝑧2)} is dense be-

low 𝑝.
We show that for any ̇𝑥, ̇𝑦, we have Ψ( ̇𝑥 = ̇𝑦). We will show this by transfinite induction on
the pair ⟨ ̇𝑥, ̇𝑦⟩ ordered lexicographically.
Suppose that 𝑝 ⊩ ̇𝑥 = ̇𝑦 and 𝑝 ∈ 𝐺. We show 𝑀[𝐺] ⊨ ̇𝑥𝐺 ⊆ ̇𝑦𝐺; the converse holds by
symmetry, and then we obtain 𝑀[𝐺] ⊨ ̇𝑥𝐺 = ̇𝑦𝐺 by extensionality. Any element of ̇𝑥𝐺 is
of the form ̇𝑧𝐺1 where ⟨𝑞1, ̇𝑧1⟩ ∈ ̇𝑥 and 𝑞1 ∈ 𝐺. Since 𝐺 is a filter, we can fix 𝑠 ∈ 𝐺 such
that 𝑠 ≤ 𝑝, 𝑞1. Then, as 𝑠 ≤ 𝑝, we have 𝑠 ⊩ ̇𝑥 = ̇𝑦, so the set in (a) above is dense below
𝑠. Hence there is 𝑟 ∈ 𝐺 such that 𝑟 ≤ 𝑠 ≤ 𝑞1 and there exists ⟨𝑞2, ̇𝑧2⟩ ∈ ̇𝑦 such that 𝑟 ≤ 𝑞2
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and 𝑟 ⊩ ̇𝑧1 = ̇𝑧2. As 𝐺 is a filter, 𝑞2 ∈ 𝐺, so ̇𝑧𝐺2 ∈ ̇𝑦𝐺. By using the inductive hypothesis on
⟨ ̇𝑧1, ̇𝑧2⟩, as 𝑟 ∈ 𝐺 we have𝑀[𝐺] ⊨ ̇𝑧𝐺1 = ̇𝑥𝐺2 . Hence ̇𝑧𝐺1 ∈ ̇𝑦𝐺, so ̇𝑥𝐺 ⊆ ̇𝑦𝐺.
For the converse,𝑀[𝐺] ⊨ ̇𝑥𝐺 = ̇𝑦𝐺. Define 𝐷 to be the set of 𝑟 ∈ ℙ such that at least one of
the following hold.

(0) 𝑟 ⊩ ̇𝑥 = ̇𝑦;
(a′) there exists ⟨𝑞1, ̇𝑧1⟩ ∈ ̇𝑥 such that 𝑟 ≤ 𝑞1 and for all ⟨𝑞2, ̇𝑧2⟩ ∈ ̇𝑦 and 𝑠 ∈ ℙ, if 𝑠 ≤ 𝑞2

and 𝑠 ⊩ ̇𝑧1 = ̇𝑧2 then 𝑠 ⟂ 𝑟;
(b′) there exists ⟨𝑞2, ̇𝑧2⟩ ∈ ̇𝑦 such that 𝑟 ≤ 𝑞2 and for all ⟨𝑞1, ̇𝑧1⟩ ∈ ̇𝑥 and 𝑠 ∈ ℙ, if 𝑠 ≤ 𝑞1

and 𝑠 ⊩ ̇𝑧1 = ̇𝑧2 then 𝑠 ⟂ 𝑟.
Note that by separation in𝑀 and absoluteness,𝐷 is a set in𝑀. We claim that𝐷 is dense. Fix
𝑝 ∈ ℙ, and suppose 𝑝 ⊮ ̇𝑥 = ̇𝑦. Then at least one of (a) and (b) above fails. Suppose that
the set in (a) fails; the result for (b) holds by symmetry. Then there is ⟨𝑞1, ̇𝑧1⟩ ∈ ̇𝑥 such that

{𝑟 ≤ 𝑝 ∣ 𝑟 ≤ 𝑞1 → ∃⟨𝑞2, ̇𝑧2⟩ ∈ ̇𝑦. 𝑟 ≤ 𝑞2 ∧ (𝑟 ⊩ ̇𝑧1 = ̇𝑧2)}

is not dense below 𝑝. Then there is 𝑠 ≤ 𝑝 such that for all 𝑟 ≤ 𝑠, we have 𝑟 ≤ 𝑞1, and for all
⟨𝑞2, ̇𝑧2⟩ ∈ ̇𝑦 such that ¬((𝑟 ⊩ ̇𝑧1 = ̇𝑧2) ∧ 𝑟 ≤ 𝑞2). In particular, this gives 𝑠 ≤ 𝑞1. Now, if
⟨𝑞1, ̇𝑧2⟩ ∈ ̇𝑦, 𝑟 ≤ 𝑞2, and 𝑟 ⊩ ̇𝑧1 = ̇𝑧2, then it must be the case that 𝑠 ⟂ 𝑟, as any common
extension of 𝑠 and 𝑟 would contradict the fact that the set in (a) was not dense. Thus 𝑠 ≤ 𝑝
and 𝑠 satisfies (a′). Hence 𝐷 is dense.

𝐷 is dense below 𝑝 ∈ 𝐺 and 𝐺 is ℙ-generic so we can fix 𝑟 ∈ 𝐺 ∩ 𝐷. We will show that 𝑟
satisfies (0), which finishes the proof. Suppose not, so suppose 𝑟 satisfies (a′) without loss
of generality. Then we can fix ⟨𝑞1, ̇𝑧1⟩ ∈ ̇𝑥 such that 𝑟 ≤ 𝑞1 and for all ⟨𝑞2, ̇𝑧2⟩ ∈ ̇𝑦 such that
for all 𝑠 ∈ ℙ with 𝑠 ≤ 𝑞2 and 𝑠 ⊩ ̇𝑧1 = ̇𝑧2, we have 𝑠 ⟂ 𝑟. Since 𝑟 ∈ 𝐺 and 𝑟 ≤ 𝑞1, we
must have 𝑞1 ∈ 𝐺 by upwards closure. Therefore, 𝑀[𝐺] ⊨ ̇𝑧𝐺1 ∈ ̇𝑥𝐺 = ̇𝑦𝐺. So we can fix
⟨𝑞2, ̇𝑧2⟩ ∈ ̇𝑦 such that 𝑞2 ∈ 𝐺 and𝑀[𝐺] ⊨ ̇𝑧𝐺1 = ̇𝑧𝐺2 . By the inductive hypothesis, we can fix
𝑝′ ∈ 𝐺 such that 𝑝′ ⊩ ̇𝑧1 = ̇𝑧2. Since 𝐺 is a filter and both 𝑝′, 𝑞2 ∈ 𝐺, we obtain 𝑠 ∈ 𝐺 with
𝑠 ≤ 𝑝′, 𝑞2. Hence 𝑠 ⊩ ̇𝑧1 = ̇𝑧2. Hence, by (a′), we have 𝑠 ⟂ 𝑟. But 𝑠, 𝑟 ∈ 𝐺, so 𝑠 ‖ 𝑟, giving a
contradiction.

Part (v): membership. Suppose that 𝑝 ⊩ ̇𝑥 ∈ ̇𝑦 for 𝑝 ∈ 𝐺. Let

𝐷 = {𝑞 ≤ 𝑝 ∣ ∃⟨𝑟, ̇𝑧⟩ ∈ ̇𝑦. 𝑞 ≤ 𝑟 ∧ (𝑞 ⊩ ̇𝑥 = ̇𝑧)}

By definition, 𝐷 is dense. We can fix 𝑞 ∈ 𝐺 ∩𝐷. Since 𝑞 ∈ 𝐷, we may also fix ⟨𝑟, ̇𝑧⟩ ∈ ̇𝑦 such
that 𝑞 ≤ 𝑟 and 𝑞 ⊩ ̇𝑥 = ̇𝑧. As 𝑞 ∈ 𝐺, by the forcing theorem for equality,𝑀[𝐺] ⊨ ̇𝑥𝐺 = ̇𝑧𝐺.
Since 𝐺 is a filter and 𝑞 ≤ 𝑟, then 𝑟 ∈ 𝐺 and so ̇𝑧𝐺 ∈ ̇𝑦𝐺. Hence𝑀[𝐺] ⊨ ̇𝑥𝐺 ∈ ̇𝑦𝐺.
Now suppose 𝑀[𝐺] ⊨ ̇𝑥𝐺 ∈ ̇𝑦𝐺. Fix ⟨𝑟, ̇𝑧⟩ ∈ ̇𝑦 such that 𝑟 ∈ 𝐺 and ̇𝑧𝐺 = ̇𝑥𝐺. Now, by
the forcing theorem for equality, there is 𝑞 ∈ 𝐺 such that 𝑞 ⊩ ̇𝑥 = ̇𝑧. Since 𝐺 is a filter
and 𝑞, 𝑟 ∈ 𝐺, we can fix 𝑝 ∈ 𝐺 such that 𝑝 ≤ 𝑞, 𝑟. Then 𝑝 ⊩ ̇𝑧 ∈ ̇𝑦 and 𝑝 ⊩ ̇𝑥 = ̇𝑧. So
for all 𝑠 ≤ 𝑝, we have 𝑠 ≤ 𝑟 and 𝑠 ⊩ ̇𝑥 = ̇𝑧, so 𝐷 is dense below 𝑝. Hence 𝑝 ⊩ ̇𝑥 ∈ ̇𝑦, as
required.
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3.10. ZF in forcing extensions
Lemma. Suppose that 𝑀 is a countable transitive model of ZF, ℙ ∈ 𝑀 is a forcing poset,
and 𝐺 ⊆ ℙ is a generic filter. Then𝑀[𝐺]models separation.

Proof. Let 𝜑(𝑥, 𝑣) be a formula with free variables 𝑥, 𝑣. It suffices to show that for any 𝑎, 𝑣 ∈
𝑀[𝐺],

𝑏 = {𝑥 ∈ 𝑎 ∣ 𝑀[𝐺] ⊨ 𝜑(𝑥, 𝑣)} ∈ 𝑀[𝐺]
Fix names ̇𝑎, ̇𝑣 such that ̇𝑎𝐺 = 𝑎 and ̇𝑣𝐺 = 𝑣. Any member of ̇𝑎𝐺 is of the form ̇𝑥𝐺 where
⟨𝑝, ̇𝑥⟩ ∈ ̇𝑎 and 𝑝 ∈ 𝐺. Then

𝑏 = { ̇𝑥𝐺 ∣ ∃𝑝 ∈ 𝐺. ⟨𝑝, ̇𝑥⟩ ∈ ̇𝑎 ∧ 𝑀[𝐺] ⊨ 𝜑( ̇𝑥𝐺, ̇𝑣𝐺)}
We define

̇𝑏 = {⟨𝑝, ̇𝑥⟩ ∣ ⟨𝑝, ̇𝑥⟩ ∈ ̇𝑎 ∧ (𝑝 ⊩ 𝜑( ̇𝑥, ̇𝑣))𝑀} ∈ 𝑀ℙ

Thus, ̇𝑏𝐺 ∈ 𝑀[𝐺], so it suffices to show ̇𝑏𝐺 = 𝑏. We have 𝑥 ∈ ̇𝑏𝐺 if and only if there is some
ℙ-name ̇𝑥 in𝑀 and 𝑝 ∈ 𝐺 such that ̇𝑥𝐺 = 𝑥, ⟨𝑝, ̇𝑥⟩ ∈ ̇𝑎, and (𝑝 ⊩ 𝜑( ̇𝑥, ̇𝑣))𝑀 . By the forcing
theorem, this is equivalent to the statement 𝑥 ∈ ̇𝑎𝐺 and𝑀[𝐺] ⊨ 𝜑(𝑥, 𝑣), which is precisely
the statement 𝑥 ∈ 𝑏.

The arguments for collection and power set will follow the same pattern.

Lemma. Suppose that 𝑀 is a countable transitive model of ZF, ℙ ∈ 𝑀 is a forcing poset,
and 𝐺 ⊆ ℙ is a generic filter. Then𝑀[𝐺]models collection.

Proof. Let 𝜑(𝑥, 𝑦, 𝑣) be a formula with free variables 𝑥, 𝑦, 𝑣. Fix 𝑎, 𝑣 ∈ 𝑀[𝐺] with names
̇𝑎, ̇𝑣. Suppose 𝑀[𝐺] ⊨ ∀𝑥 ∈ 𝑎. ∃𝑦. 𝜑(𝑥, 𝑦, 𝑣). We claim that there is 𝑏 ∈ 𝑀[𝐺] such that
𝑀[𝐺] ⊨ ∀𝑥 ∈ 𝑎. ∃𝑦 ∈ 𝑏. 𝜑(𝑥, 𝑦, 𝑣). Let

𝐶 = {⟨𝑝, ̇𝑥⟩ ∣ 𝑝 ∈ ℙ ∧ 𝑥 ∈ ran 𝑎 ∧ ∃ ̇𝑦 ∈ 𝑀ℙ. (𝑝 ⊩ 𝜑( ̇𝑥, ̇𝑦, ̇𝑣))𝑀}
Then for all ⟨𝑝, ̇𝑥⟩ ∈ 𝐶, there is ̇𝑦 ∈ 𝑀ℙ such that (𝑝 ⊩ 𝜑( ̇𝑥, ̇𝑦, ̇𝑣))𝑀 . Note that the collection
of such ̇𝑦 might not form a set, for example with the formula 𝜑(𝑥, 𝑦) ≡ 𝑥 ∈ 𝑦. However,
using collection in𝑀, we may form a set 𝐵 ∈ 𝑀 such that 𝐵 ⊆ 𝑀ℙ and

∀⟨𝑝, 𝑥⟩ ∈ 𝐶. ∃ ̇𝑦 ∈ 𝐵. (𝑝 ⊩ 𝜑( ̇𝑥, ̇𝑦, ̇𝑣))𝑀

Finally, set
̇𝑏 = {⟨𝟙, ̇𝑦⟩ ∣ ̇𝑦 ∈ 𝐵} ∈ 𝑀ℙ

We show that 𝑏 = ̇𝑏𝐺 satisfies the required property. Fix some 𝑥 ∈ 𝑎, then by definition
there is ⟨𝑞, ̇𝑥⟩ ∈ ̇𝑎 such that 𝑞 ∈ 𝐺 and ̇𝑥𝐺 = 𝑥. By assumption, 𝑀[𝐺] ⊨ ∃𝑦 ∈ 𝑏. 𝜑(𝑥, 𝑦, 𝑣).
So fix ̇𝑧𝐺 such that 𝑀[𝐺] ⊨ 𝜑(𝑥, 𝑧, 𝑣). By the forcing theorem, there is 𝑝 ∈ 𝐺 such that
(𝑝 ⊩ 𝜑( ̇𝑥, ̇𝑧, ̇𝑣))𝑀 . Hence ⟨𝑝, ̇𝑥⟩ ∈ 𝐶. So we can fix ̇𝑦 ∈ 𝐵 such that (𝑝 ⊩ 𝜑( ̇𝑥, ̇𝑦, ̇𝑣))𝑀 .
Therefore, ⟨𝟙, ̇𝑦⟩ ∈ ̇𝑏. Since 𝟙 ∈ 𝐺, ̇𝑦𝐺 ∈ ̇𝑏𝐺. By the forcing theorem again,

𝑀[𝐺] ⊨ ̇𝑦𝐺 ∈ ̇𝑏𝐺 ∧ 𝜑( ̇𝑥𝐺, ̇𝑦𝐺, 𝑣)
Hence, collection holds.
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Note that since power set has not been used in any of the previous proofs, if𝑀 ⊨ ZF−, then
𝑀[𝐺] ⊨ ZF−.

Lemma. Suppose that 𝑀 is a countable transitive model of ZF, ℙ ∈ 𝑀 is a forcing poset,
and 𝐺 ⊆ ℙ is a generic filter. Then𝑀[𝐺]models the axiom of power set.

Proof. By separation, it suffices to show that if 𝑎 ∈ 𝑀[𝐺], then

𝒫(𝑎) ∩ 𝑀[𝐺] = {𝑥 ∈ 𝑀[𝐺] ∣ 𝑥 ⊆ 𝑎} ⊆ 𝑏

for some set 𝑏 ∈ 𝑀[𝐺]. Fix 𝑎 ∈ 𝑀[𝐺] with name ̇𝑥 ∈ 𝑀ℙ, and define

𝑆 = { ̇𝑥 ∈ 𝑀ℙ ∣ ran ̇𝑥 ⊆ ran ̇𝑎} = 𝒫(ℙ × ran ̇𝑎)𝑀

and let
̇𝑏 = {⟨𝟙, ̇𝑥⟩ ∣ 𝑥 ∈ 𝑆} ∈ 𝑀ℙ

Let 𝑐 ∈ 𝒫(𝑎) ∩ 𝑀[𝐺]; we must show that 𝑐 ∈ ̇𝑏𝐺. Let ̇𝑐 ∈ 𝑀ℙ be a name for 𝑐, and let

̇𝑥 = {⟨𝑝, ̇𝑧⟩ ∣ ̇𝑧 ∈ ran ̇𝑎 ∧ (𝑝 ⊩ ̇𝑧 ∈ ̇𝑐)𝑀} ∈ 𝑆

We claim ̇𝑥𝐺 = ̇𝑐𝐺 = 𝑐. First, we show ̇𝑥𝐺 ⊆ 𝑐. Fix ̇𝑧𝐺 ∈ ̇𝑥𝐺. By definition, we can fix 𝑝 ∈ 𝐺
such that ⟨𝑝, ̇𝑧⟩ ∈ ̇𝑥. From this, it follows that ̇𝑧 ∈ ran ̇𝑎 and 𝑝 ⊩ ̇𝑧 ∈ ̇𝑐. Since 𝑝 ∈ 𝐺, by the
forcing theorem,𝑀[𝐺] ⊨ ̇𝑧𝐺 ∈ ̇𝑐𝐺, as required.
Conversely, since𝑀[𝐺] ⊨ 𝑐 ⊆ ̇𝑎𝐺, so every element of 𝑐 is of the form ̇𝑧𝐺 for ⟨𝑞, ̇𝑧⟩ ∈ ̇𝑎 with
𝑞 ∈ 𝐺. Also, if𝑀[𝐺] ⊨ ̇𝑧𝐺 ∈ 𝑐, then by the forcing theorem, there is 𝑝 such that 𝑝 ⊩ ̇𝑧 ∈ ̇𝑐.
Then ⟨𝑝, ̇𝑧⟩ ∈ ̇𝑥, so ̇𝑧𝐺 ∈ ̇𝑥𝐺.

Lemma. Suppose that𝑀 is a countable transitive model of ZFC−, ℙ ∈ 𝑀 is a forcing poset,
and 𝐺 ⊆ ℙ is a generic filter. Then 𝑀[𝐺] models the well-ordering principle, and hence
models ZFC−.

Proof. It suffices to show that any 𝑎 ∈ 𝑀[𝐺] can be well-ordered in𝑀[𝐺]. Fix a name ̇𝑎 for
𝑎. Using the well-ordering principle in𝑀, we can enumerate the elements of ran ̇𝑎 as

{ ̇𝑥𝛼 ∣ 𝛼 < 𝛿}

Let
̇𝑓 = {⟨𝟙, op(�̌�, ̇𝑥𝛼)⟩ ∣ 𝛼 < 𝛿} ∈ 𝑀ℙ

So in𝑀[𝐺],
̇𝑓𝐺 = {⟨𝛼, ̇𝑥𝐺𝛼 ⟩ ∣ 𝛼 < 𝛿}

Hence ̇𝑓𝐺 is a function with domain 𝛿, and 𝑎 ⊆ ran ̇𝑓𝐺. We can now define a well-order ≺
on 𝑎 by defining that 𝑥 ≺ 𝑦 if and only if

min {𝛼 < 𝛿 ∣ ̇𝑓𝐺(𝛼) = 𝑥} < min {𝛼 < 𝛿 ∣ ̇𝑓𝐺(𝛼) = 𝑦}

381



VII. Forcing and the Continuum Hypothesis

Remark. (i) ̇𝑓𝐺 may not be injective, since we could have ̇𝑥𝐺𝛼 = ̇𝑥𝐺𝛽 for 𝛼 ≠ 𝛽.

(ii) ran ̇𝑓𝐺 may not equal 𝑎. Elements of ̇𝑎 are conditions ⟨𝑝, ̇𝑥𝛼⟩, and if 𝑝 ∉ 𝐺, we may
not have ̇𝑥𝐺𝛼 ∈ 𝑎.

(iii) For power set, it sufficed to find a set of names which contained enough names to
represent all possible subsets of 𝑎. However, there are a proper class of names for the
empty set, so we could not produce a set of all such names.

(iv) The statement𝑀[𝐺] ⊨ 𝜑 should be considered a ternary relation between𝑀, 𝐺, and
𝜑. It is possible that 𝐺 and 𝐻 are both generic, but𝑀[𝐺] ⊨ 𝜑 and𝑀[𝐻] ⊨ ¬𝜑.

(v) The relativisation (𝑝 ⊩ 𝜑)𝑀 will be dropped when clear in subsequent sections.

Lemma. Let 𝑀 be a countable transitive model of ZFC and let ℙ ∈ 𝑀 be a forcing poset.
Let 𝜑, 𝜓 be ℱℒℙ-formulas. Then, for any 𝑝 ∈ ℙ and ̇𝑥 ∈ 𝑀ℙ,

(i) if ZFC ⊢ ∀𝑣. 𝜑(𝑣) → 𝜓(𝑣) then (𝑝 ⊩ 𝜑( ̇𝑥))𝑀 → (𝑝 ⊩ 𝜓( ̇𝑥))𝑀 ; and
(ii) if ZFC ⊢ ∀𝑣. 𝜑(𝑣) ↔ 𝜓(𝑣) then (𝑝 ⊩ 𝜑( ̇𝑥))𝑀 ↔ (𝑝 ⊩ 𝜓( ̇𝑥))𝑀 .

Informally, forcing is closed under logical equivalence.

Proof. Clearly (ii) follows from (i). Suppose that ZFC ⊢ ∀𝑣. 𝜑(𝑣) → 𝜓(𝑣) and (𝑝 ⊩ 𝜑( ̇𝑥))𝑀 .
Since 𝑀 is countable, we can let 𝐺 be a ℙ-generic filter over 𝑀 such that 𝑝 ∈ 𝐺. By the
forcing theorem, 𝑀[𝐺] ⊨ 𝜑( ̇𝑥𝐺). Since 𝑀[𝐺] ⊨ ZFC, we have 𝑀[𝐺] ⊨ 𝜓( ̇𝑥𝐺). Hence, by
the forcing theorem in the reverse direction, as this is true for all generics containing 𝑝 we
have (𝑝 ⊩ 𝜓( ̇𝑥))𝑀 .
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4. Forcing and independence results
4.1. Independence of the constructible universe
In this subsection, we showCon(ZFC+V ≠ L), and thus V ≠ L is independent of the axioms
of ZFC.

Theorem. Let𝑀 be a countable transitive model of ZFC. Then there is a countable transit-
ive model 𝑁 ⊇ 𝑀 such that 𝑁 ⊨ ZFC + V ≠ L.

Proof. Let𝑀 be a countable transitive model of ZFC, and let ℙ ∈ 𝑀 be any atomless forcing
poset (that is, it has no minimal elements), for example Fn(𝜔, 2). Since𝑀 is countable, we
can let 𝐺 be a ℙ-generic filter over𝑀. As ℙ is atomless, 𝐺 ∉ 𝑀. Hence𝑀 ⊊ 𝑀[𝐺] ⊨ ZFC.

We show that𝑀[𝐺] ⊨ V ≠ L. Therefore,

LOrd∩𝑀 = L𝑀 ⊆ 𝑀 ⊊ 𝑀[𝐺]

By the generic model theorem, Ord ∩ 𝑀 = Ord ∩ 𝑀[𝐺], so𝑀[𝐺] ≠ LOrd∩𝑀[𝐺] = L𝑀[𝐺]. In
particular, we have (V ≠ L)𝑀[𝐺].

We will now discuss how to remove the assumption that we have a countable transitive
model of ZFC.

Theorem. If Con(ZFC), then Con(ZFC + V ≠ L). Hence, ZFC ⊬ V = L.

Proof. Suppose that ZFC + V ≠ L gives rise to a contradiction. Then, from a finite set of
axioms Γ ⊆ ZFC + V ≠ L, we can find 𝜓 such that Γ ⊢ 𝜓 ∧ ¬𝜓. By following the previous
proofs, there is a finite set of axiomsΛ ⊆ ZFC such thatZFCproves that if there is a countable
transitive model of Λ, then there is a countable transitive model of Γ. This set Λ should be
sufficient to do the following:

(i) to prove basic properties of forcing and constructibility;

(ii) to prove the necessary facts about absoluteness, such as absoluteness of finiteness,
partial orders and so on;

(iii) to prove facts about forcing, including the forcing theorem; and

(iv) if𝑀 is a countable transitive model of Λ with ℙ ∈ 𝑀 and 𝐺 is ℙ-generic over𝑀, then
Λ proves that𝑀[𝐺] ⊨ Γ.

As Λ is finite and a subset of the axioms of ZFC, then by the reflection theorem there is a
countable transitive model of Λ. Hence, there is a countable transitive model 𝑁 of Γ. But
Γ ⊢ 𝜓 ∧ ¬𝜓, so 𝑁 ⊨ 𝜓 ∧ ¬𝜓. Hence (𝜓 ∧ ¬𝜓)𝑁 , so in ZFC we can prove 𝜓𝑁 ∧ ¬𝜓𝑁 , so ZFC
is inconsistent.

Remark. Gunther, Pagano, Sánchez Terraf, and Steinberg recently completed a formalisa-
tion of the countable transitive model approach to forcing in the interactive theorem prover
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Isabelle. To obtain Con(ZFC) → Con(ZFC+¬CH), they used ZC together with 21 instances
of replacement, which are explicitly enumerated in the paper.

4.2. Cohen forcing
Fix a countable transitive model𝑀 of ZFC. Recall that for 𝐼, 𝐽 ∈ 𝑀,

(i) Fn(𝐼, 𝐽) = {𝑝 ∣ 𝑝 is a finite partial function 𝐼 → 𝐽}, together with ⊇ and ∅, has the
structure of a forcing poset.

(ii) Fn(𝐼, 𝐽) is always a set in𝑀.

(iii) Fn(𝐼, 𝐽) has the countable chain condition if and only if 𝐼 is empty or 𝐽 is countable.
(iv) The sets 𝐷𝑖 = {𝑞 ∈ Fn(𝐼, 𝐽) ∣ 𝑖 ∈ dom 𝑞} and 𝑅𝑗 = {𝑞 ∈ Fn(𝐼, 𝐽) ∣ 𝑖 ∈ ran 𝑞} are dense

for all 𝑖 ∈ 𝐼 and 𝑗 ∈ 𝐽.
Now, suppose that 𝐺 ⊆ Fn(𝐼, 𝐽) is generic over 𝑀. Since 𝐺 is a filter, if 𝑝, 𝑞 ∈ 𝐺 then
𝑝 ∩ 𝑞 ∈ 𝐺. Hence, if 𝑝, 𝑞 ∈ 𝐺, then 𝑝, 𝑞 agree on the intersection of their domains. Let
𝑓𝐺 = ⋃𝐺. Then 𝑓𝐺 is a function with domain contained in 𝐼 and range contained in 𝐽.
Note that this function has name

̇𝑓 = {⟨𝑝, op( ̌𝚤, ̌𝚥)⟩ ∣ 𝑝 ∈ ℙ, ⟨𝑖, 𝑗⟩ ∈ 𝑝}
Since 𝐷𝑖, 𝑅𝑗 are dense, we obtain 𝐺 ∩ 𝐷𝑖 ≠ ∅, so we must have 𝑖 ∈ dom𝑓𝐺. Similarly,
𝑗 ∈ ran𝑓𝐺. We therefore obtain the following.
Proposition. Let 𝐺 ⊆ Fn(𝐼, 𝐽) be a generic filter over 𝑀, and suppose 𝐼, 𝐽 are nonempty.
Then𝑀[𝐺] ⊨ 𝑓𝐺 ∶ 𝐼 → 𝐽 is a surjection.
Proposition. Suppose that 𝐼, 𝐽 are nonempty sets, at least one of which is infinite. Then

|Fn(𝐼, 𝐽)| = max(|𝐼|, |𝐽|)

In particular, |Fn(𝜔, 2)| = ℵ0.

Proof. Each condition 𝑝 ∈ Fn(𝐼, 𝐽) is a finite function, so from this it follows that

Fn(𝐼, 𝐽) ⊆ (𝐼 × 𝐽)<𝜔

Hence
Fn(𝐼, 𝐽) ⊆ |(𝐼 × 𝐽)<𝜔| = |𝐼 × 𝐽| = max(|𝐼|, |𝐽|)

For the reverse direction, if we fix 𝑖0 ∈ 𝐼 and 𝑗0 ∈ 𝐽, then
|⟨𝑖0, 𝑗⟩ ∣ 𝑗 ∈ 𝐽| ∪ {⟨𝑖, 𝑗0⟩ ∣ 𝑖 ∈ 𝐼}

is a collection of |𝐼 ∪ 𝐽|-many distinct elements of Fn(𝐼, 𝐽). Thus

max(|𝐼|, |𝐽|) = |𝐼 ∪ 𝐽| ≤ Fn(𝐼, 𝐽)

as required.
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We aim to provide a model in which CH fails. To do this, we will consider the forcing poset
Fn(𝜔𝑀2 × 𝜔, 2). We may consider 𝑓𝐺 ∶ 𝜔𝑀2 × 𝜔 → 2, and let 𝑔𝛼 ∶ 𝜔 → 2 be the function
defined by 𝑔𝛼(𝑛) = 𝑓𝐺(𝛼, 𝑛). This provides 𝜔𝑀2 -many reals in𝑀[𝐺]. To show that𝑀[𝐺] ⊨
ZFC + ¬CH, we must show that all of the 𝑔𝛼 are distinct, and that

𝜔𝑀[𝐺]
1 = 𝜔𝑀1 ; 𝜔𝑀[𝐺]

2 = 𝜔𝑀2
It will turn out that the countable chain condition guarantees that all cardinals in𝑀 remain
cardinals in𝑀[𝐺].
Example. Let 𝜅 be an uncountable cardinal in 𝑀, and consider Fn(𝜔, 𝜅), which does not
satisfy the countable chain condition. Then in𝑀[𝐺], the function𝑓𝐺 ∶ 𝜔 → 𝜅 is a surjection.
Hence, 𝜅 has been collapsed into a countable ordinal in𝑀[𝐺].

4.3. Preservation of cardinals
Definition. Let ℙ ∈ 𝑀 be a forcing poset. We say that ℙ preserves cardinals if and only if
for every generic filter 𝐺 ⊆ ℙ over𝑀 and every 𝜅 ∈ Ord ∩𝑀,

(𝜅 is a cardinal)𝑀 ↔ (𝜅 is a cardinal)𝑀[𝐺]

Also, ℙ preserves cofinalities if and only if for every generic filter 𝐺 ⊆ ℙ over𝑀,

cf𝑀(𝛾) = cf𝑀[𝐺](𝛾)

for all limit ordinals 𝛾.
Recall that being a cardinal is Π1-definable so downwards absolute. In particular, cardin-
als of 𝑀[𝐺] are automatically cardinals of 𝑀. Also, note that finiteness and being 𝜔 are
absolute.

Lemma. Let ℙ ∈ 𝑀 be a forcing poset. Then

(i) ℙ preserves cofinalities if and only if for every generic filter 𝐺, for all limit ordinals 𝛽
with 𝜔 < 𝛽 < Ord ∩𝑀,

(𝛽 is regular)𝑀 → (𝛽 is regular)𝑀[𝐺]

and

(ii) if ℙ preserves cofinalities, then ℙ preserves cardinals.
The converse of (ii) is not true. Note that the definition of regularity did not require being a
cardinal, but is a consequence.

Proof. Part (i). Suppose ℙ preserves cofinalities and 𝐺 is ℙ-generic. Fix a limit ordinal 𝛽
such that 𝜔 < 𝛽 < Ord ∩𝑀. Then if 𝛽 is regular in𝑀, we have

𝛽 = cf𝑀(𝛽) = cf𝑀[𝐺](𝛽)
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Hence 𝛽 is regular in 𝑀[𝐺]. Conversely, suppose 𝛾 is a limit ordinal such that 𝜔 < 𝛾 <
Ord ∩ 𝑀. Let 𝛽 = cf𝑀(𝛾). Then 𝛽 is a regular cardinal in 𝑀. Let 𝑓 ∈ 𝑀 be a strictly
increasing cofinal function 𝛽 → 𝛾. If 𝛽 is uncountable in 𝑀, then 𝛽 is regular in 𝑀[𝐺] by
assumption. Otherwise, 𝛽 = 𝜔, and then 𝛽 = 𝜔𝑀[𝐺] by absoluteness, and so again 𝛽 is
regular in 𝑀[𝐺]. As 𝑓 ∈ 𝑀, also 𝑓 ∈ 𝑀[𝐺], so there is a strictly increasing cofinal map
𝛽 → 𝛾 in𝑀[𝐺], so

cf𝑀[𝐺](𝛾) = cf𝑀[𝐺](𝛽) = 𝛽 = cf𝑀(𝛾)

Part (ii). Suppose that ℙ preserves cofinalities. Let 𝜅 be a cardinal in𝑀. One of three cases
occur.

(a) If 𝜅 ≤ 𝜔, then (𝜅 ≤ 𝜔)𝑀[𝐺], so 𝜅 is a cardinal in𝑀[𝐺];
(b) If 𝜅 is regular in𝑀, then 𝜅 is regular in𝑀[𝐺] by (i), so it is a cardinal in𝑀[𝐺].
(c) Suppose 𝜅 is singular in𝑀. In this case, one can show that 𝜅 is the supremum of a set

𝑆 of regular cardinals in𝑀. One way to show this is that if 𝜅 is the supremum of a set
𝑇 of cardinals, we can set 𝑆 = {𝜆+ ∣ 𝜆 ∈ 𝑇}. Since ℙ preserves regular cardinals, every
element of 𝑆 is regular in 𝑀[𝐺], and in particular they are cardinals. Hence 𝜅 is the
supremum of a set of cardinals, and is therefore a cardinal.

Lemma (the approximation lemma). Let 𝐴, 𝐵, ℙ ∈ 𝑀, and suppose that (ℙ has the count-
able chain condition)𝑀 . Let 𝐺 be ℙ-generic over𝑀. Then for any function 𝑓 ∈ 𝑀[𝐺] with
𝑓 ∶ 𝐴 → 𝐵, there is a function 𝐹 ∈ 𝑀 with 𝐹 ∶ 𝐴 → 𝒫𝑀(𝐵) such that for all 𝑎 ∈ 𝐴, we have
𝑓(𝑎) ∈ 𝐹(𝑎) and (|𝐹(𝑎)| ≤ ℵ0)𝑀 .
This proof requires that𝑀 is countable. Note that the relativisation of the countable chain
condition to 𝑀 ensures that the hypothesis is non-vacuous, as any forcing poset in 𝑀 is
externally countable.

Proof. Suppose that 𝑀[𝐺] ⊨ 𝑓 ∶ 𝐴 → 𝐵. Since 𝐴, 𝐵 ∈ 𝑀, we have canonical names
̌𝐴, ̌𝐵 ∈ 𝑀ℙ. Let ̇𝑓 be a name for 𝑓. By the forcing theorem, there is a condition 𝑝 ∈ 𝐺 such

that
𝑝 ⊩ ̇𝑓 ∶ ̌𝐴 → ̌𝐵 is a function

Define 𝐹 ∶ 𝐴 → 𝒫𝑀(𝐵) by

𝐹(𝑎) = {𝑏 ∈ 𝐵 ∣ ∃𝑞 ≤ 𝑝. 𝑞 ⊩ ̇𝑓( ̌𝑎) = ̌𝑏}

Note that 𝐹(𝑎) ∈ 𝑀 by the definability of the forcing relation, so as 𝐴 ∈ 𝑀, the set

𝐹 = {⟨𝑎, 𝐹(𝑎)⟩ ∣ 𝑎 ∈ 𝐴}

is a set in𝑀. We now show that this definition has the desired properties. Observe that as
𝐹 is a function in 𝑀, it is also a function in V. We show that 𝑓(𝑎) ∈ 𝐹(𝑎). Suppose that
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𝑀[𝐺] ⊨ 𝑓(𝑎) = 𝑏 for 𝑏 ∈ 𝐵. By the forcing theorem, there is 𝑞 ∈ 𝐺 such that 𝑞 ⊩ ̇𝑓( ̌𝑎) = ̌𝑏.
As 𝐺 is a filter, there is 𝑟 ≤ 𝑝, 𝑞 with 𝑟 ∈ 𝐺 witnessing 𝑏 ∈ 𝐹(𝑎) as required.
We now show that |𝐹(𝑎)| ≤ ℵ0. Working in𝑀, and in particular using the axiom of choice
in𝑀, for each 𝑏 ∈ 𝐹(𝑎) there is a condition 𝑞𝑏 ≤ 𝑝 such that 𝑞𝑏 ⊩ ̇𝑓( ̌𝑎) = ̌𝑏. It suffices to
show that 𝑞𝑏 ⟂ 𝑞𝑐 for 𝑏 ≠ 𝑐, because then they form an antichain, so by the countable chain
condition we may conclude |𝐹(𝑎)| ≤ ℵ0. Suppose not, so let 𝑟 ≤ 𝑞𝑏, 𝑞𝑐. Then

𝑟 ⊩ ̇𝑓 ∶ ̌𝐴 → ̌𝐵 is a function ∧ ̇𝑓( ̌𝑎) = ̌𝑏 ∧ ̇𝑓( ̌𝑎) = ̌𝑐 ∧ ̌𝑏 ≠ ̌𝑐
Let 𝐻 be a generic filter with 𝑟 ∈ 𝐻; this exists by countability of𝑀. Then 𝑟 ≤ 𝑝 and

𝑀[𝐻] ⊨ 𝑓 ∶ 𝐴 → 𝐵 is a function ∧ 𝑓(𝑎) = 𝑏 ∧ 𝑓(𝑎) = 𝑐 ∧ 𝑏 ≠ 𝑐
But𝑀[𝐻] ⊨ ZFC, giving a contradiction.

Theorem. If ℙ ∈ 𝑀 is a forcing poset and (ℙ has the countable chain condition)𝑀 , then ℙ
preserves cofinalities and hence cardinals.

Proof. Using the previous lemma, it suffices to show thatℙ preserves regular cardinals. That
is, if 𝜔 < 𝛽 < Ord∩𝑀 and 𝛽 is a limit, then if 𝛽 is a regular cardinal in𝑀, then 𝛽 is a regular
cardinal in𝑀[𝐺]. Suppose this is not the case, so there is such a 𝛽 that is a regular cardinal
in𝑀 but singular in𝑀[𝐺]. In𝑀[𝐺], we can fix a cofinal map 𝑓 ∶ 𝛼 → 𝛽 for some ordinal
𝛼 < 𝛽. As 𝛼, 𝛽 ∈ 𝑀, we can use the approximation lemma to find a function 𝐹 ∶ 𝛼 → 𝒫𝑀(𝛽)
in 𝑀 such that for all 𝛾 ∈ 𝛼, we have 𝑓(𝛾) ∈ 𝐹(𝛾) and |𝐹(𝛾)| ≤ ℵ0. Working in 𝑀, let
𝑋 = ⋃𝛾<𝛼 𝐹(𝛾). This is a union of countable sets indexed by 𝛼 < 𝛽. So 𝑋 ⊆ 𝛽 and is a subset
of less than 𝛽-many countable sets. Hence 𝑋 ≠ 𝛽 as 𝛽 is a regular cardinal in𝑀. But 𝑓 was
cofinal, so 𝛽 = ⋃𝛾<𝛼 𝑓(𝛾) ⊆ 𝑋 , giving a contradiction.

4.4. The failure of the continuum hypothesis
Theorem. Let 𝛼 < Ord ∩ 𝑀, and let 𝜅 = (ℵ𝛼)𝑀 . Let ℙ = Fn(𝜅 × 𝜔, 2), and let 𝐺 be ℙ-
generic over𝑀. Then𝑀[𝐺] contains a 𝜅-length sequence of distinct elements of 2𝜔. Hence,
𝑀[𝐺] ⊨ ZFC + (ℵ𝛼 = 𝜅 ≤ 2ℵ0).

Proof. Let 𝑓 = ⋃𝐺 ∈ 𝑀[𝐺]. Then 𝑓 is a function 𝜅 × 𝜔 → 2. For 𝛽 < 𝜅, let 𝑔𝛽 ∶ 𝜔 → 2 be
the function given by 𝑔𝛽(𝑛) = 𝑓(𝛽, 𝑛). We claim that for 𝛼 ≠ 𝛽, we have 𝑔𝛼 ≠ 𝑔𝛽. Define a
dense set 𝐸𝛼,𝛽 ∈ 𝑀 as follows.

𝐸𝛼,𝛽 = {𝑞 ∈ ℙ ∣ ∃𝑛. ⟨𝛽, 𝑛⟩, ⟨𝛼, 𝑛⟩ ∈ dom 𝑞 ∧ 𝑞(⟨𝛽, 𝑛⟩) ≠ 𝑞(⟨𝛼, 𝑛⟩)}
To show this is dense, fix 𝑝 ∈ ℙ. Since 𝑝 is finite, there is some𝑚 such that ⟨𝛽,𝑚⟩, ⟨𝛼,𝑚⟩ ∉
dom𝑝. Define 𝑞 ≤ 𝑝 with 𝑞 ∶ dom𝑝 ∪ {⟨𝛽,𝑚⟩, ⟨𝛼,𝑚⟩} → 2 by

𝑞(𝑧) =
⎧
⎨
⎩

𝑝(𝑧) if 𝑧 ∈ dom𝑝
1 if 𝑧 = ⟨𝛽,𝑚⟩
0 if 𝑧 = ⟨𝛼,𝑚⟩
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Since 𝐺 is ℙ-generic, we can fix 𝑞′ ∈ 𝐺 ∩ 𝐸𝛼,𝛽. Then

𝑔𝛽(𝑚) = 𝑓(𝛽,𝑚) = 𝑞(⟨𝛽,𝑚⟩) ≠ 𝑞(⟨𝛼,𝑚⟩) = 𝑓(𝛼,𝑚) = 𝑔𝛼(𝑚)

Hence 𝑔𝛼 ≠ 𝑔𝛽. Finally, since ℙ has the countable chain condition in𝑀, it preserves cardin-
als, so it preserves the ℵ hierarchy.

In particular, if 𝛼 = 2, the model𝑀[𝐺] satisfies ¬CH.

Theorem. If ZFC is consistent, then so is ZFC + ¬CH.

The proof proceeds in the same way as the independence of V = L.

Definition. The 𝑔𝛽 defined above are called Cohen reals. More precisely, we say that 𝑐 ∶
𝜔 → 2 is a Cohen real over𝑀 if there exists𝐻 which is Fn(𝜔, 2)-generic over𝑀 and 𝑐 = ⋃𝐻.

4.5. Possible sizes of the continuum
We have a way to add Cohen reals into a model𝑀, but in general this process will add many
more reals. In this subsection, we determine the possible sizes that the continuum can be.
Recall that by König’s theorem, 2ℵ0 ≠ 𝜅 for any 𝜅 with cofinality ℵ0. We will show that this
is the only restriction on the possible sizes of the continuum. Note that under GCH, for any
𝜅, cf(𝜅) ≠ 𝜔 if and only if 𝜅𝜔 = 𝜅.
Recall that in our proof that the axiom of power set holds in 𝑀[𝐺], given a name ̇𝑎 ∈ 𝑀ℙ,
the set𝒫(ℙ× ran ̇𝑎) is a name for its power set. We will show that there is a better name that
gives a tighter bound on the sizes of power sets.

Theorem. Let 𝑀 be a transitive model of ZFC, and assume (𝜅 = ℵ𝛼 ∧ 𝜅𝜔 = 𝜅)𝑀 . Let
ℙ = Fn(𝜅 × 𝜔, 2), and let 𝐺 be ℙ-generic over𝑀. Then𝑀[𝐺] ⊨ 2ℵ0 = ℵ𝛼 = 𝜅.

Proof. We have already shown that 𝑀[𝐺] ⊨ ZFC and 𝑀[𝐺] ⊨ 𝜅 = ℵ𝛼 ≤ 2ℵ0 ; it therefore
remains to show that 2ℵ0 ≤ ℵ𝛼. Let ̇𝑥 be a name for a subset of 𝜔. For 𝑛 ∈ 𝜔, let

𝐸�̇�,𝑛 = {𝑝 ∈ ℙ ∣ (𝑝 ⊩ ̌𝑛 ∈ ̇𝑥) ∨ (𝑝 ⊩ ̌𝑛 ∉ ̇𝑥)}

This is dense in ℙ. For each 𝑛 ∈ 𝜔, choose a maximal antichain 𝐴�̇�,𝑛 ⊆ 𝐸�̇�,𝑛. This is shown
to be possible on an example sheet using the axiom of choice. Define

̇𝑧�̇� = ⋃
𝑛∈𝜔

{⟨𝑝, ̌𝑛⟩ ∣ 𝑝 ∈ 𝐴�̇�,𝑛 ∧ 𝑝 ⊩ ̌𝑛 ∈ ̇𝑥}

Such names are called nice. We will show that ̇𝑧�̇� and ̇𝑥 are both names for the same subset
of 𝜔, and since we can produce a bound on the amount of nice names, we can bound the
size of 2ℵ0 .
We claim that 𝟙 ⊩ ̇𝑥 = ̇𝑧�̇�. To do this, it suffices to prove that for all 𝑛 ∈ 𝜔,

𝐷�̇�,𝑛 = {𝑞 ∈ 𝐸�̇�,𝑛 ∣ (𝑞 ⊩ ̌𝑛 ∈ ̇𝑥) ↔ (𝑞 ⊩ ̌𝑛 ∈ ̇𝑧�̇�)}
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is dense. Fix 𝑛 ∈ 𝜔 and 𝑝 ∈ ℙ. Since 𝐸�̇�,𝑛 is dense, we can fix 𝑝0 ≤ 𝑝 such that 𝑝0 ∈ 𝐸�̇�,𝑛.
As 𝐴�̇�,𝑛 is a maximal antichain, there is 𝑞0 ∈ 𝐴�̇�,𝑛 such that 𝑝0 ‖ 𝑞0. Fix 𝑟 ≤ 𝑝0, 𝑞0. We will
prove that 𝑟 ∈ 𝐷�̇�,𝑛. If 𝑟 ⊩ ̌𝑛 ∈ ̇𝑥, then 𝑞0 ⊩ ̌𝑛 ∈ ̇𝑥 as 𝑞0 ∈ 𝐸�̇�,𝑛. Hence, ⟨𝑞0, ̌𝑛⟩ ∈ ̇𝑧�̇� by
definition, so 𝑟 ⊩ ̌𝑛 ∈ ̇𝑧�̇�. For the converse, suppose 𝑟 ⊩ ̌𝑛 ∈ ̇𝑧�̇�. By definition,

{𝑠 ≤ 𝑟 ∣ ∃⟨𝑞1, �̌�⟩ ∈ ̇𝑧�̇�. 𝑠 ≤ 𝑞1 ∧ (𝑠 ⊩ �̌� = ̌𝑛)}

is dense below 𝑟. This can only happen if there is some 𝑞1 with ⟨𝑞1, ̌𝑛⟩ ∈ ̇𝑧�̇� such that 𝑟 ‖ 𝑞1.
Therefore, by definition, 𝑞1 ∈ 𝐴�̇�,𝑛. Since 𝐴�̇�,𝑛 is an antichain containing 𝑞0 and 𝑞1 which
are both compatible with 𝑟, we must have 𝑞0 = 𝑞1. Hence, ⟨𝑞0, ̌𝑛⟩ ∈ ̇𝑥�̇�. Thus 𝑞0 ⊩ ̌𝑛 ∈ ̇𝑥
by definition, so since 𝑟 ≤ 𝑞0, we have 𝑟 ⊩ ̌𝑛 ∈ ̇𝑥. Therefore 𝐷�̇�,𝑛 is dense as required.

The total number of subsets of 𝜔 is therefore bounded by the number of nice names. First,
note that |ℙ| = 𝜅. Furthermore, since ℙ has the countable chain condition, each 𝐴�̇�,𝑛 is
countable. Therefore, the amount of nice names is bounded by (𝜅𝜔 × 𝜔)𝜔 = 𝜅. As every
subset of 𝜔 has a nice name,𝑀[𝐺] ⊨ 2ℵ0 ≤ 𝜅.

Corollary. Con(ZFC) implies Con(ZFC+(2ℵ0 = ℵ2)), and (for example) Con(ZFC+(2ℵ0 =
ℵ𝜔1)).

Corollary. The following are equiconsistent.

(i) ZFC + there exists a weakly inaccessible cardinal;

(ii) ZFC + GCH + there exists a strongly inaccessible cardinal;

(iii) ZFC + 2ℵ0 is weakly inaccessible;

(iv) ZFC+ there exists a cardinal that is weakly inaccessible but not strongly inaccessible.

Proof. To show (i) implies (ii) wemove to L. To show (iii) implies (iv), we note that 2ℵ0 is not
strongly inaccessible. It is trivial that (iv) implies (i). It therefore suffices to show that the
continuum can be weakly inaccessible given (ii), which follows by considering the forcing
ℙ = Fn(𝜅 × 𝜔, 2).

Remark. When building models of ZFC+ (2ℵ0 = 𝜅), we often assume GCH for convenience.
This can normally be done without loss of generality because we are usually only concerned
with consistency results.

Example. Consider ℙ = Fn(ℵ𝑀
𝜔 ×𝜔, 2). Let𝐺 be a ℙ-generic filter. Then in𝑀[𝐺], we must

have 2ℵ0 ≥ ℵ𝜔. By König’s theorem, this inequality must be strict. For convenience, assume
GCH holds. Under this assumption, if cf(𝜅) = 𝜔, then 𝜅𝜔 = 𝜅+, so there must be at most
𝜅+-many nice names. Hence𝑀[𝐺] ⊨ ℵ𝜔 < 2ℵ0 ≤ ℵ+

𝜔 which gives𝑀[𝐺] ⊨ 2ℵ0 = ℵ𝜔+1.

Remark. (i) Note that it is possible that 2ℵ0 < ℵ𝜔 but ℵℵ0𝜔 = ℵℵ0
𝜔+1 = ℵ𝜔+2 without GCH.

This can be proven using large cardinals.

(ii) If𝑀 ⊢ 2ℵ0 = ℵ𝛼 > ℵ𝛽 and ℙ = Fn(ℵ𝑀
𝛽 × 𝜔, 2), then𝑀[𝐺] ⊨ 2ℵ0 = ℵ𝛼.
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(iii) The following are equiconsistent.

(a) ZFC + there exists a measurable cardinal + CH;

(b) ZFC + there exists a measurable cardinal + ¬CH.

The same holds for other large cardinal axioms such as huge cardinals and 𝐼0 to 𝐼3.
We may also replace CH with GCH and the same holds.

(iv) The proper forcing axiom, which is a combinatorial axiomabout forcing posets, implies
that 2ℵ0 = ℵ2 under ZFC.

4.6. Larger chain conditions
We now discuss generalised Cohen forcing. Suppose that we want a model of ZFC + CH +
(2ℵ1 = ℵ3). Naïvely, we might consider the forcing poset Fn(𝜔3 × 𝜔1, 2), but we can show
that CH fails in this model.

Proposition. Let𝑀 be a countable transitive model of ZFC+GCH, and let (𝜅 = ℵ𝛼 ∧ 𝜅𝜔 =
𝜅)𝑀 . Let ℙ = Fn(𝜅 × 𝜔, 2). Then, for any cardinal 𝜆 in 𝑀 such that ℵ0 ≤ 𝜆 < 𝜅, then in
𝑀[𝐺] we have

2𝜆 = {𝜅 if cf 𝜅 > 𝜆
𝜅+ if cf 𝜅 ≤ 𝜆

There is a natural bijection between 𝜔3 × 𝜔 and 𝜔3 × 𝜔1, and from this it will follow that
2ℵ0 = 2ℵ1 = ℵ3.

Definition. Let 𝐼, 𝐽 be sets and let 𝜅 be a regular cardinal. Define Fn𝜅(𝐼, 𝐽) to be the partial
functions 𝐼 → 𝐽 of size less than 𝜅. Its maximal element is ∅ under the order 𝑞 ≤ 𝑝 if and
only if 𝑝 ⊆ 𝑞.

Remark. (i) Fn𝜔(𝐼, 𝐽) = Fn(𝐼, 𝐽).

(ii) The reason that Fn(𝐼, 𝐽) was absolute is that finite objects are absolute. In general,
Fn𝜅(𝐼, 𝐽) is not absolute. Moreover, if𝑀 is a countable transitivemodel, thenFn𝜅(𝐼, 𝐽) ∉
𝑀. We instead need to consider the relativisation (Fn𝜅(𝐼, 𝐽))𝑀 .

(iii) If 𝜅 > 𝜔 and 𝐼, 𝐽 ≠ ∅, Fn𝜅(𝐼, 𝐽) does not have the countable chain condition.

(iv) If 𝐺 is Fn𝜅(𝐼, 𝐽)-generic over𝑀, then 𝑓 = ⋃𝐺 is a function 𝐼 → 𝐽.

Let ℙ = Fn𝜅(𝜆 × 𝜅, 2) where 𝜆 ≥ 𝜅 and 𝜅 is regular. Suppose also that 𝜆𝜅 = 𝜆. By a similar
argument to the 𝜔 case, if 𝑓 = ⋃𝐺 and ℎ𝛼 ∶ 𝜅 → 2 is defined by ℎ𝛼(𝛽) = 𝑓(𝛼, 𝛽), then
this gives a sequence of 𝜆-many distinct functions 𝜅 → 2. Similarly, by the nice names
argument, there are precisely 𝜆-many functions 𝜅 → 2 because 𝜆𝜅 = 𝜆. We need to explicitly
check that we have preserved all cardinals, using a generalisation of the countable chain
condition. Once we have shown this, we will obtain𝑀[𝐺] ⊨ 2𝜅 = 𝜆.
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Definition. For a cardinal 𝜅, we say that ℙ has the 𝜅-chain condition if every antichain has
cardinality less than 𝜅.
The countable chain condition is equivalent to the ℵ1-chain condition. All of the proofs
above immediately generalise to the 𝜅-chain condition.
Definition. We say that ℙ preserves cofinalities above 𝜅 if and only if for all ℙ-generic filters
𝐺 and limit ordinals 𝛾 ∈ Ord ∩𝑀 with cf𝑀(𝛾) ≥ 𝜅, we have cf𝑀(𝛾) = cf𝑀[𝐺](𝛾).
Lemma. Let ℙ ∈ 𝑀 be a forcing poset and (𝜅 is regular)𝑀 . Then
(i) ℙ preserves cofinalities above 𝜅 if and only if for all ℙ-generic filters 𝐺 and all limit

ordinals 𝛽 with 𝜅 ≤ 𝛽 ∈ Ord ∩𝑀, we have (𝛽 is regular)𝑀 → (𝛽 is regular)𝑀[𝐺];

(ii) If ℙ preserves cofinalities above 𝜅, then ℙ preserves cardinals above 𝜅.
Lemma. Let 𝐴, 𝐵, ℙ ∈ 𝑀, let (𝜅 is regular)𝑀 , let (ℙ has the 𝜅-chain condition)𝑀 , and let 𝐺
be a ℙ-generic filter over𝑀. Then for any 𝑓 ∶ 𝐴 → 𝐵 in𝑀[𝐺], there is 𝐹 ∶ 𝐴 → 𝒫(𝐵) in𝑀
such that for all 𝑎 ∈ 𝐴, we have 𝑓(𝑎) ∈ 𝐹(𝑎) and (|𝐹(𝑎)| ≤ 𝜅)𝑀 .
Theorem. Letℙ ∈ 𝑀 be a forcing poset, let (𝜅 is regular)𝑀 , let (ℙhas the 𝜅-chain condition)𝑀 .
Then ℙ preserves cofinalities above 𝜅, and hence cardinals above 𝜅.
On the example sheet, we show that for any infinite cardinal 𝜅, Fn𝜅(𝐼, 𝐽) has the (|𝐽|

<𝜅)+-
chain condition. In particular, Fn𝜅(𝜆 × 𝜅, 2) has the (2<𝜅)+-chain condition. We will show
a different version of this theorem.

Lemma. Let 𝜅 be a regular cardinal in𝑀, and suppose that (2<𝜅 = 𝜅)𝑀 . Then, if (1 ≤ |𝐽| ≤
2<𝜅)𝑀 , the forcing poset ℙ = Fn𝜅(𝐼, 𝐽)𝑀 has the 𝜅+-chain condition.

Proof. If 𝐼 is empty, the result is trivial, so we may assume 𝐼 is nonempty. Let 𝑊 be an
antichain in ℙ. To show that |𝑊| ≤ 𝜅, we will construct chains (𝐴𝛼)𝛼<𝜅 in 𝐼 and (𝑊𝛼)𝛼∈𝜅
such that

(i) for all 𝛼 < 𝛽 < 𝜅, we have 𝐴𝛼 ⊆ 𝐴𝛽 ⊆ 𝐼 and𝑊𝛼 ⊆ 𝑊 𝛽 ⊆ 𝑊 ;

(ii) for limit ordinals 𝛾, we have 𝐴𝛾 = ⋃𝛽<𝛾 𝐴𝛽 and𝑊𝛾 = ⋃𝛽<𝛾𝑊 𝛽;

(iii) 𝑊 = ⋃𝛼<𝜅𝑊𝛼;

(iv) for all 𝛼 < 𝜅, |𝐴𝛼| ≤ 𝜅 and |𝑊𝛼| ≤ 𝜅.
The result then follows by regularity of 𝜅+. Set 𝐴0 = 𝑊0 = ∅. It remains to define successor
cases. Suppose we have constructed 𝐴𝛼,𝑊𝛼. For each 𝑝 ∈ ℙ with dom𝑝 ⊆ 𝐴𝛼, using the
axiom of choice we choose 𝑞𝑝 ∈ 𝑊 such that 𝑝 = 𝑞𝑝||𝐴𝛼

, if it exists. Note that if dom𝑝 ⊆ 𝐴𝛽
for any 𝛽 < 𝛼, we will choose 𝑞𝑝 to coincide with the 𝑞𝑝 chosen at stage 𝛽. Then define

𝑊𝛼+1 = 𝑊𝛼 ∪ {𝑞𝑝 ∣ dom𝑝 ⊆ 𝐴𝛼}

and
𝐴𝛼+1 =⋃{dom 𝑞 ∣ 𝑞 ∈ 𝑊𝛼+1}
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Finally, set 𝐴 = ⋃𝛼<𝜅 𝐴𝛼.

We claim that 𝑊 = ⋃𝛼<𝜅𝑊𝛼. By construction, we have ⋃𝛼<𝜅𝑊𝛼 ⊆ 𝑊 . For any 𝑞 ∈ 𝑊 ,
note that dom 𝑞∩𝐴 ≠ ∅, otherwise take 𝑞1 ∈ 𝑊1, and dom 𝑞1 ⊆ 𝐴, so if dom 𝑞1∩dom 𝑞 = ∅,
then 𝑞1 ‖ 𝑞, contradicting 𝑞1, 𝑞 ∈ 𝑊 . Since dom 𝑞 ∩ 𝐴 = ∅ and |dom 𝑞| < 𝜅, we must have
dom 𝑞 ∩ 𝐴 = dom 𝑞 ∩ 𝐴𝛼 for some 𝛼 < 𝜅. Define 𝑝 = 𝑞|𝐴𝛼

. By definition, there is some
𝑞′ ∈ 𝑊𝛼+1 such that 𝑞′|𝐴𝛼

= 𝑝. Since dom 𝑞′ ⊆ 𝐴, we have 𝑞 ‖ 𝑞′. As𝑊 is an antichain, this
is only possible if 𝑞 = 𝑞′, so 𝑞 ∈ ⋃𝛼<𝜅𝑊𝛼.

We now show that for all 𝛼 < 𝜅, the sets 𝑊𝛼 and 𝐴𝛼 have size at most 𝜅. We show this by
induction on 𝛼. The result for limit cases follows from regularity. If |𝑊𝛼+1| ≤ 𝜅, then clearly
|𝐴𝛼+1| ≤ 𝜅, so it remains to show |𝑊𝛼+1| ≤ 𝜅. Since every condition 𝑞 that is added to𝑊𝛼 is
chosen from some condition 𝑝 with dom𝑝 ⊆ 𝐴𝛼, then

|𝑊𝛼+1| ≤ |𝑊𝛼| + |{𝑝 ∈ ℙ ∣ dom𝑝 ⊆ 𝐴𝛼}|

As |𝐴𝛼| ≤ 𝜅 and |dom𝑝| < 𝜅, then

|[𝐴𝛼]<𝜅| ≤ 𝜅<𝜅 = 2<𝜅 = 𝜅

Hence |𝑊𝛼+1| ≤ 𝜅 as required.

Hence, if ℙ = Fn𝜅(𝜆 × 𝜅, 2), then 𝑀[𝐺] ⊨ 2𝜅 = 𝜆 and all cardinals at least 𝜅+ are pre-
served.

4.7. Closure and distributivity
Definition. A poset ℙ is < 𝜅-closed if for every 𝛿 < 𝜅, every decreasing sequence of length
𝛿 in ℙ has a lower bound.
Definition. ℙ is < 𝜅-distributive if the intersection of less than 𝜅-many open dense sets is
an open dense set.

Lemma. If ℙ is < 𝜅-closed then ℙ is < 𝜅-distributive.
Lemma. If 𝜅 is regular in𝑀, then Fn𝜅(𝐼, 𝐽)𝑀 is < 𝜅-closed.
Theorem. Let 𝐴, 𝐵, ℙ ∈ 𝑀, let 𝜅 be a cardinal in 𝑀 with (|𝐴| < 𝜅)𝑀 , and suppose ℙ is
< 𝜅-distributive in𝑀. Let 𝐺 be ℙ-generic. Then if 𝑓 ∈ 𝑀[𝐺] with 𝑓 ∶ 𝐴 → 𝐵, then 𝑓 ∈ 𝑀.

Informally, forcing over a distributive poset cannot add any new small functions.

Proof. It suffices to prove the statement for 𝐴 = 𝛿 where 𝛿 < 𝜅. Suppose that𝑀[𝐺] ⊨ 𝑓 ∶
𝛿 → 𝐵. By the forcing theorem, there is 𝑝 ∈ 𝐺 such that 𝑝 ⊩ ̇𝑓 ∶ ̌𝛿 → ̌𝐵. For 𝛼 < 𝛿, let

𝐷𝛼 = {𝑞 ≤ 𝑝 ∣ ∃𝑥 ∈ 𝐵. 𝑞 ⊩ ̇𝑓(�̌�) = ̌𝑥}

These sets are clearly open, and they are dense below 𝑝 because 𝑝 forces that ̇𝑓 is a function.
Sinceℙ is< 𝜅-distributive, their intersection𝐷 = ⋂𝛼<𝛿 𝐷𝛼 is also (open and) dense below 𝑝.

392



4. Forcing and independence results

Let 𝑞 ∈ 𝐷 ∩ 𝐺. Now, in𝑀, for each 𝛼 < 𝛿, we can choose 𝑥𝛼 ∈ 𝐵 such that 𝑞 ⊩ ̇𝑓(�̌�) = ̌𝑥𝛼,
so we may define 𝑔 ∶ 𝛿 → 𝐵 by 𝛼 ↦ 𝑥𝛼. This 𝑔 lies in 𝑀. But for any 𝛼 < 𝛿, we have
𝑞 ⊩ ̇𝑓(�̌�) = ̌𝑥𝛼 = ̌𝑔(�̌�), so𝑀[𝐺] ⊨ 𝑓 = 𝑔.

Theorem. Let 𝐼, 𝐽, 𝜅 ∈ 𝑀. Suppose that 𝜅 is a regular cardinal in𝑀, and (2<𝜅 = 𝜅 ∧ |𝐽| ≤
𝜅)𝑀 . Then Fn𝜅(𝐼, 𝐽)𝑀 preserves cofinalities and hence cardinals.

Proof. Recall that it suffices to show that for every limit ordinal 𝛽 ∈ Ord ∩𝑀, if 𝛽 is regular
in𝑀 then 𝛽 is regular in𝑀[𝐺]. Let 𝛽 be regular in𝑀.

Suppose that 𝛽 > 𝜅. Since |𝐽| ≤ 𝜅 = 2<𝜅 in 𝑀, the forcing poset Fn𝜅(𝐼, 𝐽)𝑀 has the 𝜅+-
chain condition. So it preserves all cofinalities and cardinals at least 𝜅+, so in particular, 𝛽
is regular in𝑀[𝐺].
Now suppose that 𝛽 ≤ 𝜅. Suppose that 𝛽 is singular in𝑀[𝐺]. Fix 𝛿 < 𝛽 and a cofinal map
𝑓 ∶ 𝛿 → 𝛽 in𝑀[𝐺]. Note that 𝛿 ∈ 𝑀. Since ℙ is < 𝜅-closed, it is < 𝜅-distributive, so 𝑓 ∈ 𝑀,
contradicting the assumption that 𝛽 is regular in𝑀.

Theorem. Let 𝜅, 𝜆 be cardinals in 𝑀 such that ℵ0 ≤ 𝜅 ≤ 𝜆. Suppose that 𝜅 is regular,
2<𝜅 = 𝜅, and 𝜆𝜅 = 𝜆 in𝑀. Let ℙ = Fn𝜅(𝜆 × 𝜅, 2), and let 𝐺 be ℙ-generic. Then ℙ preserves
cardinals, and𝑀[𝐺] ⊨ 2𝜅 = 𝜆.
We can use this to fix multiple sizes of power sets at once.

Theorem. Let𝑀 be a countable transitive model of ZFC+GCH. Then there is a countable
transitive model of ZFC satisfying any of the following statements.

(i) CH + 2ℵ1 = ℵ3;

(ii) 2ℵ0 = 2ℵ1 = ℵ5 and 2ℵ2 = ℵ𝜔+5;

(iii) for a fixed 𝑛 ∈ 𝜔, for all𝑚 ≤ 𝑛, 2ℵ𝑚 = ℵ2𝑚+3.

Proof. Part (i). Let ℙ = Fnℵ1(𝜔3 × 𝜔1, 2)𝑀 . If 𝐺 is ℙ-generic, then𝑀[𝐺] ⊨ 2ℵ1 = ℵ3. As ℙ
is 𝜔1-closed, it does not add any new functions 𝜔 → 2, so CH still holds in𝑀[𝐺].
Part (ii). Let ℙ0 = Fnℵ2(𝜔𝜔+5 × 𝜔2, 2)𝑀 . Let 𝐺0 be ℙ0-generic. By closure, 2<ℵ1 = ℵ1 in
𝑀[𝐺0], and ℵ5

ℵ1 = ℵ5. Then let ℙ1 = Fnℵ0(𝜔5 × 𝜔, 2)𝑀[𝐺0]. Let 𝐺1 be ℙ1-generic. Then
𝑀[𝐺1] ⊨ 2ℵ0 = 2ℵ1 = ℵ5, where the latter equality is due to the fact that if𝑀 is a model of
ZFC + GCH and 𝐺 is Fn(𝜅 × 𝜔, 2)-generic, then for any cardinal 𝜆 ∈ 𝑀 with ℵ0 ≤ 𝜆 < 𝜅,
the value of 2𝜆 in𝑀[𝐺] is 𝜅 if cf(𝜅) > 𝜆 and 𝜅+ if cf(𝜅) ≤ 𝜆. Also, 𝑀[𝐺1] ⊨ 2ℵ2 = ℵ𝜔+5 by
preservation of cardinals.

Part (iii) is similar; we first make 2ℵ𝑚 = ℵ2𝑚+3, thenmake 2ℵ𝑚−1 = ℵ2(𝑚−1)+3, and continue
downwards.

Remark. (i) It is necessary to start at the largest cardinal and work downwards; this en-
sures that the cardinal arithmetic in our forcing models remains correct.
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(ii) The iterative approach works for any finite number of cardinals. We will see later how
we can force 2ℵ𝑛 = ℵ2𝑛+3 for all 𝑛 ∈ 𝜔.

We give an example to show that the order described in (i) is necessary.

Proposition. Let 𝑀 be a countable transitive model of ZFC with 𝑀 ⊨ 2ℵ0 = ℵ𝛼. Let
ℙ = Fnℵ1(𝜅 × ℵ1, 2) for some 𝜅 ≥ 1. Then if 𝐺 is ℙ-generic,𝑀[𝐺] ⊨ CH, and all cardinals 𝛿
of𝑀 with ℵ1 ≤ 𝛿 ≤ ℵ𝛼 in𝑀 are no longer cardinals in𝑀[𝐺]. In particular, ℵ𝑀

𝛼 ≠ ℵ𝑀[𝐺]
𝛼 .

This is on the example sheets.

4.8. The mixing lemma
Recall that 𝑝 ⊩ ∃𝑥. 𝜑(𝑥) if and only if

{𝑞 ≤ 𝑝 ∣ ∃ ̇𝑥 ∈ Vℙ. 𝑞 ⊩ 𝜑( ̇𝑥)}

is dense below 𝑝. In most cases, the witness ̇𝑥 does not depend on 𝐺. For example, in
𝑝 ⊩ ∃𝑥. ( ̇𝑎 ∈ 𝑥 ∧ ̇𝑏 ∈ 𝑥), we can find a name ̇𝑥 = op( ̇𝑎, ̇𝑏) without needing to know 𝐺.
Informally, the mixing lemma says that this is always the case, as long as𝑀 has AC.

Theorem (the mixing lemma). (ZFC) Suppose that (𝑝 ⊩ ∃𝑥. 𝜑(𝑥))𝑀 . Then there is a name
̇𝑥 ∈ 𝑀ℙ such that (𝑝 ⊩ 𝜑( ̇𝑥))𝑀 .

Proof. Since
{𝑞 ≤ 𝑝 ∣ ∃ ̇𝑥 ∈ 𝑀ℙ. 𝑞 ⊩ 𝜑( ̇𝑥)}

is dense below 𝑝, it contains a maximal antichain 𝐷. Now, for each 𝑞 ∈ 𝐷, choose some ̇𝑥𝑞
such that 𝑞 ⊩ 𝜑( ̇𝑥𝑞). Without loss of generality, we may assume that if ⟨𝑟, ̇𝑦⟩ ∈ ̇𝑥𝑞, then
𝑟 ≤ 𝑞. This is because

(i) if 𝑟 ⟂ 𝑞, then 𝑞 ⊩ ̇𝑥𝑞 = ( ̇𝑥𝑞 ∖ ⟨𝑟, ̇𝑦⟩); and

(ii) if 𝑟 ‖ 𝑞, then define
̇𝑥′𝑞 = ( ̇𝑥𝑞 ∖ ⟨𝑟, ̇𝑦⟩) ∪ {⟨𝑠, ̇𝑦⟩ ∣ 𝑠 ≤ 𝑟, 𝑞}

so 𝑞 ⊩ ̇𝑥𝑞 = ̇𝑥′𝑞.

Now, if 𝑞, 𝑞′ ∈ 𝐷 are such that 𝑞 ≠ 𝑞′, we must have 𝑞 ⟂ 𝑞′ as 𝐷 is an antichain. So
𝑞′ ⊩ ̇𝑥𝑞 = ∅. We ‘mix’ the ̇𝑥𝑞 together to form

̇𝑥 = ⋃{ ̇𝑥𝑞 ∣ 𝑞 ∈ 𝐷}

Then if 𝑞 ∈ 𝐷, we have 𝑞 ⊩ ̇𝑥 = ̇𝑥𝑞. By the forcing theorem, 𝑞 ⊩ 𝜑( ̇𝑥).

It remains to show that 𝑝 ⊩ 𝜑( ̇𝑥). Suppose otherwise, so there is 𝑟 ≤ 𝑝 such that 𝑟 ⊩ ¬𝜑( ̇𝑥).
As𝐷 is a maximal antichain of conditions below 𝑝, there is a condition 𝑞 ∈ 𝐷 such that 𝑞 ‖ 𝑟.
Now if 𝑠 ≤ 𝑞, 𝑟, we have 𝑠 ⊩ 𝜑( ̇𝑥) and 𝑠 ⊩ ¬𝜑( ̇𝑥), giving a contradiction.
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4.9. Forcing successor cardinals
We would now like to find generic filters that collapse 𝜅 < 𝜆 such that 𝜅 = 𝜆+. Observe that
this can only happen if 𝜆 is regular in𝑀. This is because if 𝑓 ∶ 𝛼 → 𝜆 is cofinal with 𝛼 < 𝜆
and 𝑓 ∈ 𝑀, then 𝑓 ∈ 𝑀[𝐺], so

cf𝑀[𝐺](𝜆) ≤ cf𝑀[𝐺](𝛼) ≤ |𝛼|𝑀[𝐺] < 𝜆

We will show that this is the only restriction.

Theorem. Let 𝜅 be a regular cardinal in𝑀, and let 𝛿 > 𝜅 be a cardinal in𝑀. Let 𝜆 = 𝛿+ in
𝑀. Let 𝐺 be Fn𝜅(𝜅, 𝛿)-generic over𝑀. Then in𝑀[𝐺],
(i) |𝛿| = 𝜅;
(ii) every cardinal 𝛼 ≤ 𝜅 in𝑀 remains a cardinal in𝑀[𝐺];
(iii) if 𝛿<𝜅 = 𝛿 then every cardinal 𝛼 > 𝛿 in𝑀 remains a cardinal in𝑀[𝐺].
In particular, if 𝛿<𝜅 = 𝛿, then𝑀[𝐺] ⊨ 𝜆 = 𝜅+.
Observe that if 𝛿 is a cardinal in 𝑀 and 𝛿 > |ℙ| in 𝑀, then 𝛿 remains a cardinal in 𝑀[𝐺].
This is because ℙ has the |ℙ|+-chain condition.

Proof. Part (i). Note that⋃𝐺 ∶ 𝜅 → 𝛿 is a surjection, so |𝛿| = |𝜅| in 𝑀[𝐺]. In particular,
there are no cardinals between 𝛿 and 𝜆.
Part (ii). Since 𝜅 is regular, Fn𝜅(𝜅, 𝛿) is < 𝜅-closed, so every cardinal 𝛼 ≤ 𝜅 is preserved.
Part (iii). Finally, if 𝛿<𝜅 = 𝛿, then |Fn𝜅(𝜅, 𝛿)| = 𝛿, so Fn𝜅(𝜅, 𝛿) has the 𝛿+-chain condition,
so every cardinal 𝛼 > 𝛿 (in particular, 𝜆) is preserved.

Now suppose that 𝜆 is weakly inaccessible. In this case, we will use a forcing poset called
the Lévy collapse.

Definition. Let 𝜆 > 𝜅 be infinite ordinals. Then Col(𝜅, < 𝜆) consists of all functions 𝑝 such
that

(i) 𝑝 is a partial function from 𝜅 × 𝜆 → 𝜆;
(ii) |dom𝑝| < 𝜅;
(iii) 𝑝(𝛼, 𝛽) < 𝛽 for each (𝛼, 𝛽) ∈ dom𝑝.
We make this into a forcing poset by writing 𝑞 ≤ 𝑝 if and only if 𝑞 extends 𝑝 as a function.
Informally, for each 𝛽 < 𝜆, we add a surjection 𝜅 → 𝛽.
Theorem (Lévy). Let 𝜅 be a regular cardinal in𝑀, and suppose 𝜆 > 𝜅 is strongly inaccessible
in𝑀. Let 𝐺 be Col(𝜅, < 𝜆)-generic over𝑀. Then in𝑀[𝐺],
(i) every ordinal 𝛽 with 𝜅 ≤ 𝛽 < 𝜆 has cardinality 𝜅; and
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(ii) every cardinal at most 𝜅 or at least 𝜆 remains a cardinal.

In particular,𝑀[𝐺] ⊨ 𝜆 = 𝜅+.

Proof. If 𝛽 < 𝜆, we can define 𝐺𝛽 ∶ 𝜅 → 𝛽 by 𝐺𝛽(𝛼) = (⋃𝐺)(𝛼, 𝛽). By density, this is a
surjection, so if 𝜅 ≤ 𝛽 < 𝜆, we have𝑀[𝐺] ⊨ |𝛽| = |𝜅|.

Note that Col(𝜅, < 𝜆) is< 𝜅-closed, so preserves cardinals at most 𝜅. In particular, 𝜅 remains
a cardinal.

Now, |Col(𝜅, < 𝜆)| = 𝜆. Therefore, Col(𝜅, < 𝜆) has the 𝜆+-chain condition and therefore
preserves cardinals at least 𝜆+.

Finally, we show that 𝜆 is still a cardinal in𝑀[𝐺], which follows from the 𝜆-chain condition.
Given 𝑝 ∈ Col(𝜅, < 𝜆), define the support of 𝑝 to be

sp(𝑝) = {𝛽 ∣ ∃𝛼. ⟨𝛼, 𝛽⟩ ∈ dom𝑝}

As |𝑝| < 𝜅, we must have |sp(𝑝)| < 𝜅. Let 𝑊 be an antichain. We will construct chains
(𝐴𝛼)𝛼<𝜅 and (𝑊𝛼)𝛼<𝜅 such that

(i) for 𝛼 < 𝛽 < 𝜅, 𝐴𝛼 ⊆ 𝐴𝛽 and𝑊𝛼 < 𝑊 𝛽;

(ii) if 𝛾 < 𝜅 is a limit, then 𝐴𝛾 = ⋃𝛼<𝛾 𝐴𝛼 and𝑊𝛾 = ⋃𝛼<𝛾𝑊𝛼;

(iii) 𝑊 = ⋃𝛼<𝜅𝑊𝛼;

(iv) for all 𝛼 < 𝜅, |𝐴𝛼|, |𝑊𝛼| < 𝜆.

Assuming this can be done, since 𝜆 is regular, we have |𝑊| = ||⋃𝛼<𝜅𝑊𝛼|| < 𝜆. To do this,
first set 𝐴0 = 𝑊0 = ∅. To define successor cases, suppose 𝐴𝛼,𝑊𝛼 are defined. Suppose
that 𝑝 ∈ Col(𝜅, < 𝜆) has sp(𝑝) ⊆ 𝐴𝛼. Using the axiom of choice, choose 𝑞𝑝 ∈ 𝑊 such that
𝑝 = 𝑞𝑝||𝜅×sp(𝑝) if this exists. Define

𝑊𝛼+1 = {𝑞𝑝 ∣ sp(𝑝) ⊆ 𝐴𝛼}; 𝐴𝛼+1 =⋃{sp(𝑞) ∣ 𝑞 ∈ 𝑊𝛼+1}

One can show that𝑊 = ⋃𝛼<𝜅𝑊𝛼 in the sameway thatwe proved this for Fn𝜅(𝐼, 𝐽). We show
by induction that for 𝛼 < 𝜅, |𝐴𝛼|, |𝑊𝛼| < 𝜆. Limit cases follow by regularity. If |𝑊𝛼+1| < 𝜆,
then |𝐴𝛼+1| < 𝜅 ⋅𝜆 = 𝜆. Suppose |𝐴𝛼| < 𝜆. Then, since every 𝑞 added in stage 𝛼+1 is chosen
from some condition with support contained in 𝐴𝛼, we must have

|𝑊𝛼+1| ≤ |𝐴𝛼|
<𝜅

Then as 𝜆 is a strong limit, |𝐴𝛼|
<𝜅 < 𝜆.

Remark. (i) The requirement that 𝜅 was regular allowed us to deduce 𝜅-closure.
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(ii) Suppose 𝜆 is weakly inaccessible and 2ℵ0 > 𝜆. Then Col(ℵ1, < 𝜆) has an antichain
of length 2ℵ0 , so will not satisfy the 𝜆-chain condition. Indeed, for 𝐴 ⊆ 𝜔, we define
𝑝𝐴 ∶ {𝜔} × [𝜔, 𝜔 + 𝜔) → 2 by

𝑝𝐴(𝛼, 𝜔 + 𝑛) = {0 if 𝑛 ∈ 𝐴
1 if 𝑛 ∉ 𝐴

Then if 𝐴 ≠ 𝐵, the functions 𝑝𝐴, 𝑝𝐵 are incompatible.
(iii) One can show that 𝜆 is weakly compact if and only if it is inaccessible and satisfies the

tree property. We claim that if 𝐺 is Col(ℵ0, < 𝜆)-generic, then in𝑀[𝐺], ℵ1 has the tree
property. In general, we can use forcing to add combinatorial properties from large
cardinals to ℵ1.

(iv) This shows that 𝜆 being a limit cardinal is not absolute between 𝑀 and 𝑁, even if 𝜆
being a cardinal is absolute for𝑀,𝑁.

Corollary. If ZFC + IC is consistent, then so is ZFC + ℵV
1 is inaccessible in 𝐿.

Proof. Start with a model of V = L and let 𝐺 be Col(𝜔1, < 𝜆)-generic. Then𝑀[𝐺] ⊨ 𝜆 = ℵ1,
but also𝑀[𝐺] ⊨ (𝜆 is inaccessible)𝐿.

Remark. If V ⊨ ZFC + 𝜅 is measurable, then for example, ℵV
1 is inaccessible in L.

4.10. Product forcing
In this subsection, we will show that is consistent that, for example, each 𝑛 ∈ 𝜔 satisfies
2ℵ𝑛 = ℵ2𝑛+3. We have already shown that for a fixed 𝑁 ∈ 𝜔, it is consistent that all 𝑛 ∈ 𝜔
have 2ℵ𝑛 = ℵ2𝑛+3. However, we cannot get this result using the iterated forcing process
described in previous sections, and will instead use product forcing. This technique will
allow us to exactly determine the restrictions on the continuum function 𝐹 ∶ Card→ Card
given by 𝐹(ℵ𝛼) = 2ℵ𝛼 .
Definition. Suppose (ℙ, ≤ℙ) and (ℚ,≤ℚ) are posets. The product order≤ onℙ×ℚ is defined
by

⟨𝑝1, 𝑞1⟩ ≤ ⟨𝑝0, 𝑞0⟩ ↔ 𝑝1 ≤ℙ 𝑝0 ∧ 𝑞1 ≤ℚ 𝑞0

Given a ℙ × ℚ-generic filter 𝐺 over𝑀, we can produce the projections

𝐺0 = {𝑝 ∈ ℙ ∣ ∃𝑞 ∈ ℚ. ⟨𝑝, 𝑞⟩ ∈ 𝐺}
𝐺1 = {𝑞 ∈ ℚ ∣ ∃𝑝 ∈ ℙ. ⟨𝑝, 𝑞⟩ ∈ 𝐺}

Lemma. Let𝑀 be a transitive model of ZFC with ℙ,ℚ ∈ 𝑀. Let 𝐺 ⊆ ℙ and 𝐻 ⊆ ℚ. Then
the following are equivalent.

(i) 𝐺 × 𝐻 is ℙ × ℚ-generic over𝑀;
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(ii) 𝐺 is ℙ-generic over𝑀 and 𝐻 is ℚ-generic over𝑀[𝐺];
(iii) 𝐻 is ℚ-generic over𝑀 and 𝐺 is ℙ-generic over𝑀[𝐻].
Moreover, when this is the case,𝑀[𝐺 × 𝐻] = 𝑀[𝐺][𝐻] = 𝑀[𝐻][𝐺].

Proof. The first part is left as an exercise. For the last part, recall that the generic model
theorem shows that if 𝑁 is a transitive model of ZF containing 𝑀 as a definable class and
containing 𝐺 as a set, then 𝑀[𝐺] ⊆ 𝑁. Since 𝑀 ⊆ 𝑀[𝐺][𝐻], and 𝐺 × 𝐻 is an element of
𝑀[𝐺][𝐻], we obtain 𝑀[𝐺 × 𝐻] ⊆ 𝑀[𝐺][𝐻]. For the other direction, 𝐺 ∈ 𝑀[𝐺 × 𝐻] and
𝑀 ⊆ 𝑀[𝐺×𝐻] so𝑀[𝐺] ⊆ 𝑀[𝐺×𝐻], but also𝐻 ∈ 𝑀[𝐺×𝐻] so𝑀[𝐺][𝐻] ⊆ 𝑀[𝐺×𝐻].

Recall that we started with a model of ZFC + GCH and forced with

𝐺0 is Fn(𝜔3 × 𝜔, 2)𝑀-generic; 𝐺1 is Fn(𝜔5 × 𝜔1, 2)𝑀[𝐺0]-generic

and found that𝑀[𝐺0][𝐺1] ⊨ CH. But if instead we used

𝐺0 is ℙ0 = Fn(𝜔5 × 𝜔1, 2)𝑀-generic; 𝐺1 is ℙ1 = Fn(𝜔3 × 𝜔, 2)𝑀[𝐺0]-generic

then we obtain 𝑀[𝐺0][𝐺1] ⊨ 2ℵ0 = ℵ3 + 2ℵ1 = ℵ5. However, ℙ0 is < 𝜔1-closed, so does
not add new sequences of length 𝜔. Thus ℙ1 = Fn(𝜔3×𝜔, 2)𝑀 . We can therefore define the
forcing poset ℙ0 × ℙ1-over 𝑀, and 𝐺0 × 𝐺1 is ℙ0 × ℙ1-generic over 𝑀. To simultaneously
force 2ℵ𝑛 = ℵ2𝑛+3, we use the poset

ℙ = ∏
𝑛∈𝜔

Fn𝜔𝑛(𝜔2𝑛+3 × 𝜔𝑛, 2)

Easton’s theorem shows that this works.

Theorem (Easton’s theorem for sets). Let𝑀 be a countable transitive model of ZFC+GCH.
Let 𝑆 be a set of regular cardinals in𝑀, and let 𝐹 ∶ 𝑆 → Card𝑀 be a function in𝑀 such that
for all 𝜅 ≤ 𝜆 in 𝑆,
(i) 𝐹(𝜅) > 𝜅 (Cantor’s theorem);
(ii) 𝐹(𝜅) ≤ 𝐹(𝜆) (monotonicity);
(iii) cf(𝐹(𝜅)) > 𝜅 (König’s theorem).
Then there is a generic extension 𝑀[𝐺] of 𝑀 such that 𝑀,𝑀[𝐺] have the same cardinals,
and for all 𝜅 ∈ 𝑆,𝑀[𝐺] ⊨ 2𝜅 = 𝐹(𝜅).
The proof is non-examinable.

By essentially the same proof, this result can be generalised to proper classes of 𝑀, and
in particular 𝑆 = Reg𝑀 . This needs a notion of class forcing, as ℙ is a proper class. The
main obstacle with class forcing is that 𝑀[𝐺] need not be a model of ZFC. For example,
consider Fn(Ord×𝜔, 2), whichmakes 2ℵ0 a proper class. Alternatively, consider Fn(𝜔,Ord),
which creates a surjection⋃𝐺 ∶ 𝜔 → Ord. In fact, the forcing relation⊩may not even be
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definable. However, one can show that the particular forcing poset used in Easton’s theorem
also satisfies all of the required results for the proofs to work. In conclusion, we can say
almost nothing about the values of the continuum function.
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